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WLM Component Appendix A: Description of Rules

This appendix contains a description of each rule that results in a finding by the WLM
Component of CPExpert. The description summarizes the rule, lists predecessor rules,
discusses the rationale for the finding, and suggests action. The Appendix is contained
in both Volume 1 and Volume 2 of this User Manual.

The summary of the rule presents a short description of the finding.

The predecessor rules are listed so you can follow the line of reasoning leading to a
particular rule being executed.

The discussion describes as much as necessary of the operation of the computer system
(the hardware, the WLM, the SRM, etc.) as it relates to the particular rule. The purpose
of the discussion is to explain the reasoning behind the rule, and what causes the rule to
be produced.

The suggestions list possible actions that should be considered based on the findings. In
many cases, multiple possible actions are listed. You must determine which actions
should be taken (this determination is based upon the suitability of the actions to your own
environment, the financial implications of the action, and the "political” acceptability of the
action.)

The rules are organized in numerical order. However, not all numbers are represented (for
example, RULE WLM200 follows RULE WLM150). The LIST OF RULES in this appendix
lists all rules that are included in the initial release of the WLM Component. Within the
rule framework, the following general categories apply:

. Service Policy Findings . The Service Policy Findings are rules in the WLMO001
to WLMO50 range. These findings help identify problems or potential problems with
the Workload Manager service definition. The Service Policy Findings are
contained in Volume 1.

It is important to realize that these findings normally identify a POTENTIAL problem.
Your systems programming staff must decide whether the findings (and their
associated recommendations) make sense in your environment. For example, your
systems programming staff might have deliberately selected certain parameter
values. The values might be appropriate for your installation and your management
objectives, even though CPExpert might produce a rule indicating that there is a
potential problem with the parameter.

You can disable CPExpert's checking the service definition by modifying the
CHKPLCY guidance variable in USOURCE(WLMGUIDE). If the CHKPLCY
guidance variable is set to N, CPExpert will not check the service definition for
potential problems.
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General System Findings . The General System Findings are rules in the
WLMO050 to WLMO099 range. These findings identify problems or potential problems
with your overall system. For example, many of the rules deal with problems with
the paging subsystem. These findings are made only if CPExpert detected that a
performance goal was not met and that some general system problem might have
caused the goal to be missed. The General System Findings are contained in
Volume 1.

Specific Findings . The Specific Findings are rules above WLM100. These
findings are made if CPExpert detected that a service class did not meet its
performance goal. In the Specific Findings, CPExpert attempts to isolate the
reason(s) the performance goal was not met. The Specific Findings are contained
in Volume 2.

WLM1nn(series) relate to performance goal findings

WLM2nn(series) relate to CPU-related findings

WLM3nn(series) relate to UNKNOWN delay findings

WLM4nn(series) relate to swap-in and target MPL findings

WLM6nn(series) relate to Cross System Coupling Facility (XCF) findings

You may wish to read all of the rules in this appendix, just to see the type of problems that
are encountered in different installations. However, it is not necessary to read all of the
rules. Itis necessary only to read the rules that apply to your installation. The rules that
apply to your installation are identified by the report produced from the WLMCPE Module.

All references to MVS Initialization and Tuning Guides or MVS Initialization and Tuning
References apply to the following specific documents:

MVS/XA Initialization and Tuning Guide, GC28-1149-4
MVS/ESA SP3.1 Initialization and Tuning Guide, GC28-1828-2

MVS/ESA SP4.1 Initialization and Tuning Guide, GC28-1634
MVS/ESA SP4.1 Initialization and Tuning Reference, GC28-1635

MVS/ESA SP4.2 Initialization and Tuning Guide, GC28-1634-3
MVS/ESA SP4.2 Initialization and Tuning Reference, GC28-1635-3

MVS/ESA SP4.3 Initialization and Tuning Guide, GC28-1634-4
MVS/ESA SP4.3 Initialization and Tuning Reference, GC28-1635-4

©Copyright 1994, Computer Management Sciences, Inc. Revised: October, 2002 A-3



WLM Component Appendix A: Description of Rules

IBM released a new version of the Initialization and Tuning Guide and Initialization
and Tuning Reference for SP4.3 in January 1994. The following documents are
used for references updated after January 1994.

MVS/ESA SP4.3 Initialization and Tuning Guide, GC28-1634-5
MVS/ESA SP4.3 Initialization and Tuning Reference, GC28-1635-5

Beginning with MVS/ESA SP5.1, the references to IBM documents apply to IBM
BookManager documents . This change was made because all CPExpert users installing
MVS/ESA SP5.1 also use IBM BookManager to access soft-copy IBM documents rather
than acquiring hard-copy IBM documents.

. The IBM BookManager documents are contained in IBM CDROM LK2T-5114 or in
IBM CDROM SK2T-0710 (with appropriate quarterly updates).

. With OS/390, the IBM BookManager documents are contained in IBM CDROM
SK2T-6700.

. With z/OS, the IBM BookManager documents are contained in IBM CDROM SK3T-
4269.

If any user does not have access to IBM BookManager documents, please call Computer
Management Sciences. We will be happy to provide references to hardcopy manuals.

Beginning with CICS/Transaction Server for z/OS, CICS documentation is contained in the
CICS Information Center (InfoCenter). IBM provides the following description of the
documentation available with CICS/Transaction Server for z/OS:

“For CICS Transaction Server V2.1 (announced March 2001), there has been a move away from printed books
as the default deliverable to a new online concept. The primary source of user information for this release is
a new CICS Information Center with a graphical user interface, delivered with the product on a CD-ROM. This
HTML-based Information Center runs inside a Web browser, and provides a number of alternative means of
accessing the information within it.

The objective of the Information Center is to make it easy for users to retrieve the information they need to
perform specific CICS tasks, or to find relevant background or reference information on demand. At the heart
of the Information Center is an HTML representation of the total CICS library (unlicensed books) Within the
graphical user interface, the key documentation can be accessed via three main classes: tasks, concepts, and
reference, each separately selectable. On selecting a class, the categories for that class are displayed in the
navigation panel. Each of these can be expanded into a hierarchical navigation tree of topics in turn point to
the detailed information.

The Information Center also includes a powerful search capability based on IBM's NetQuestion technology.
Search results can be saved for future reference. In addition to the new methods of accessing the CICS
documentation, the Information Center provides the more traditional alternative of a complete library listing of
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the books, which can be viewed in both HTML and PDF formats. The latter also provides the capability to print
either the whole book or some of the pages in hardcopy a printer, using Adobe Acrobat.

For this new release of CICS, the main focus of the documentation is the implementation of EJB technology
in the CICS environment. A new piece of documentation entitled "Java Applications in CICS" is the cornerstone
of this information, and has been designed to make use of the new capabilities of the Information Center.”

CPEXxpert references for CICS/Transaction Server for z/OS are specific to the CICS
Information Center.
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RULE

WLMO001
WLMO002
WLMO003
WLMO004
WLMO005
WLMOO06
WLMO0O07
WLMO008
WLMO009
WLMO010
WLMO011
WLMO012
WLMO013
WLMO014
WLMO015
WLMO016
WLMO017

WLMO018

List of Rules
Volume 1

DESCRIPTION
The service class definition may not match workload
Conflict exists between service class and report class
The service policy was changed
CPExpert believes too many service policy changes occurred
The velocity goal may be too high for batch service class
The response time goal is too large
MSO service definition coefficient may be too large
DUR value may be too large for TSO Period 1
Minimum CPU service specified for Resource Group
Velocity goals have values which are too similar
The service definition does not describe all workloads
A server workload defaulted to the SYSSTC service class
Response goal was specified for a server service class
Response goal specified for "hot batch" workload
Execution velocity goal specified for TSO Period 1 or Period 2
Low execution velocity goal specified for server service class
Server and subsystem transactions in same service class

Multiple periods specified for server service class
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RULE

WLMO019
WLMO020
WLMO021

WLMO022

WLMO023
WLMO024
WLMO025
WLMO026
WLMO027
WLMO030

WLMO031

WLMO032

List of Rules (Continued)
Volume 1
DESCRIPTION
Multiple periods specified for subsystem transaction service class
Subsystem transactions in same service class as address space
Subsystem transactions service class assigned to resource group

Execution velocity goal specified for subsystem transaction service
class

Too many service class periods may have been specified
More than three periods were specified for a service class
The service class period may be unnecessary

Highest importance service class period had few samples
Service class periods have same velocity goal and importance
Report class period is heterogeneous

Dynamic alias management was active but I/O priority management
was not selected.

Server was assigned CPU protection, but most work was done in
support of lower importance work
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WLMO050

WLMO051

WLMO052

WLMO053

WLMO054

WLMO055

WLMO056

WLMO057

WLMO058

WLMO059

WLMO060

WLMO061

WLMO070

WLMO071

WLMO080

WLMO081

WLMO082

WLMO090

List of Rules (Continued)
Volume 1

DESCRIPTION

The number of available page slots is low

The number of local page data sets may be inadequate

The number of allocated page slots may be insufficient

The number of allocated page slots may be insufficient

The number of allocated page slots may be insufficient
Local page data sets are on same volume as swap data sets
Local page data sets share volume with COMMON or PLPA
Multiple local page data sets are on the same volume

Local page response is significantly worse than average
Insufficient local page data sets are defined for migration
PLPA and COMMON page data sets may be combined
Swap data sets are defined

Terminal Output Wait swaps occur too often

Detected Wait swaps occur too often

JES-managed and WLM-managed job classes conflict
WLM-managed job class assigned to multiple service classes
Job might not be suitable for WLM-managed initiators

SMF Type 30 interval recording not turned on
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RULE

WLM101
WLM102
WLM103
WLM104
WLM105
WLM106
WLM107
WLM108
WLM109
WLM110
WLM111
WLM112
WLM113
WLM114
WLM115
WLM116
WLM117

WLM119

List of Rules (Continued)
Volume 2

DESCRIPTION
Service class did not achieve average response goal
Service class did not achieve percentile response goal
Service class did not achieve velocity goal
Served service class did not achieve average response goal
Served service class did not achieve percentile response goal
Response time distribution for service class
Response time distribution for service class
Response time distribution for served service class
Response time distribution for served service class
BTE Phase samples count was larger than calculated samples
BTE Phase Idle sample count is large
BTE Phase had large (Ready plus Active) sample count
BTE sample count was significantly less than calculated samples
BTE phase had large ready samples
Service class did not have begin_to_end phase samples
Execution Phase samples did not exist in SMF data
Transaction service class wait states

Work manager data was not collected for service class
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RULE

WLM120
WLM121
WLM122
WLM123
WLM124
WLM125
WLM126
WLM127
WLM128
WLM129
WLM130
WLM131
WLM132
WLM135
WLM136
WLM140
WLM150
WLM151

WLM152

List of Rules (Continued)
Volume 2

DESCRIPTION

Significant transaction time was in Active state

Significant transaction time was in Ready state

Significant transaction time was in Idle state

Significant transaction time was Waiting for Lock

Significant transaction time was Waiting for I/O request
Significant transaction time was Waiting for Conversation
Significant transaction time was Waiting, Distributed
Significant transaction time was Waiting, Local Session
Significant transaction time was Waiting, Sysplex Session
Significant transaction time was Waiting, Network Session
Significant transaction time was Waiting for Timer
Significant transaction time was Waiting, Another Product
Significant transaction time was Waiting, Miscellaneous

IMS activity processing transactions in service class

DB2 activity processing transactions in service class
Sysplex performance index was significantly less than local
Server service class delays (single transaction service class)
Server service class delays (multiple transaction service classes)

Server served multiple transaction service classes
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List of Rules (Continued)

Volume 2
RULE DESCRIPTION
WLM153 Server served multiple transaction service classes
WLM170 Address spaces were idle a significant percent of time
WLM171 Execution velocity was based on a small sample set
WLM172 Server was idle a significant percent of time
WLM173 The response performance goal may be too large
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RULE

WLM200
WLM201
WLM202
WLM210
WLM211
WLM212
WLM220
WLM221
WLM222
WLM250
WLM251
WLM252
WLM255

WLM256

List of Rules (Continued)
Volume 2

DESCRIPTION
Average CPU use per transaction is higher than goal
Goal may be unrealistic - average CPU use is high
Average CPU use was a major cause of transaction delay
Average server CPU use per transaction is higher than goal
Goal may be unrealistic - average server CPU use is high
Average CPU use was a major cause of transaction delay
Service class was delayed because of resource capping
Service Class was capped for discretionary goal management
Service class was Active, but server was CPU capped
Service class waited for access to CPU
Dispatcher reduced preemption might have caused CPU delay
CPU access might be denied because of Resource Group minimum
Service class was active but server was denied CPU

Service class was active and server was not denied CPU
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RULE

WLM340
WLM341
WLM350
WLM351
WLM352
WLM353
WLM355
WLM356
WLM357
WLM358

WLM359

WLM360

List of Rules (Continued)
Volume 2

DESCRIPTION

Batch jobs may be delayed waiting for an initiator

Service class may be waiting for initiator/scheduler

I/O activity may have caused significant delays

I/O activity may have caused significant delays

I/O activity may have caused significant delays to server

I/O activity may have caused significant delays to server
Device DISConnect time was a major cause of DASD delays
Device PEND time was a major cause of DASD delays
Device CONNect time was a major cause of DASD delays
Device IOS queuing time was a major cause of DASD delays
I/O activity probably did not cause major delays

Service class did not reference DASD
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RULE

WLM361
WLM362
WLM363
WLM364
WLM365
WLM366
WLM370
WLM371
WLM385

WLM390

List of Rules (Continued)
Volume 2

DESCRIPTION

Non-paging DASD 1/O activity caused significant delays
Non-paging DASD 1/O activity caused significant delays
Non-paging DASD wait time was a major cause of DASD delays
non-paging DASD CONNect time was a major cause of delays
Non-paging DASD DISConnect time was a major cause of delays
Non-paging DASD 10SQ time was a major cause of DASD delay
Non-DASD I/0O activtity or delay was significant

Non-paging DASD I/O activity caused significant delays

SMF Type 30 (Interval) data was not available for service class

UNKNOWN delay was not accounted for by above analysis
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List of Rules (Continued)

Volume 2
RULE DESCRIPTION
WLM400 Page-in from auxiliary storage was major performance problem
WLM410 Some higher importance service class has storage protection
WLM420 Some equal importance service class has storage protection
WLM450 Swap-in delay was major performance problem
WLM480 Target multiprogramming level delay was major performance problem
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RULE

WLM601
WLM602
WLM603
WLM604
WLM605
WLM606
WLM607
WLM608
WLM620
WLM621
WLM622
WLM623
WLM630
WLM632

WLM633

List of Rules (Continued)
Volume 2

DESCRIPTION

XCF transport class may need to be split

XCF message buffer length may be too small

XCF message buffer length may be too large

XCF outbound message buffer space may be too small
XCF inbound message buffer space may be too small
XCF local message buffer space may be too small
Insufficient outbound paths were defined

Transport class did not have a signalling path assigned
Message buffer space may be too small for inbound path
Message buffer space may be too small for inbound path
The number of outbound paths may need to be increased
The number of outbound paths may need to be increased
A hardware problem may exist

An inbound path was non-operational

An outbound path was non-operational
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List of Rules (Continued)

Volume 2
RULE DESCRIPTION
WLM651 Lock contention was high
WLM652 False lock contention was high
WLM660 Service time was high for synchronous requests
WLM661 Service time was high for asynchronous requests
WLM662 Subchannel contention was high for synchronous requests
WLM665 Too many synchronous requests were changed to asynchronous
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List of Rules (Continued)

Volume 2
RULE DESCRIPTION
WLM701 Log stream coupling facility structure was full
WLM702 Log stream staging data set was full
WLM703 Log stream structure offloads occurred: 90% full
WLM704 Interim storage was not efficiently used for log stream
WLM705 Local storage buffers not efficiently used, DASD-only log stream
WLM706 DASD staging data set high threshold was reached
WLM707 Frequent log stream DASD-shifts occurred
WLM708 Log stream caused structure to reach high threshold
WLM709 Log stream consumed most of structure resources
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Rule WLM101: Service Class did not achieve average response goal

Finding:

Impact:

Logic flow:

Discussion:

CPExpert has detected that a service class period did not achieve the
average response goal that was specified in the Service Policy in effect.
This finding applies to performance goals that specify average response
time as the performance goal.

This finding can have a LOW IMPACT, MEDIUM IMPACT, or HIGH
IMPACT on performance of your computer system. The impact depends
upon the importance of the service class that missed its performance goal,
and on how seriously the goal was missed.

This is a basic finding. There are no predecessor rules.

The System Resources Manager (SRM) accounts for each transaction
executing in the system. When the transaction ends, the SRM counts the
transaction and determines the transaction's response time'. The SRM
sums the response times for transactions ending in a service class period
as each transaction ends.

The Workload Manager periodically? divides the sum of response times by
the number of ending transactions. The result is the average response time
of all transactions ending in the service class period during the previous
interval.

The Workload Manager periodically assesses the performance of each
service class, comparing the performance achieved by the service class
against the performance goals specified for the service class®. This
assessment is referred to as the "policy adjustment" interval, in that the
Workload Manager decides whether to adjust resource policies based on
whether service classes are meeting performance goals.

For service classes that have an average response time goal, the
Workload Manager determines whether the average response time
achieved by transactions ending in the service class period is greater than
the performance goal. If the average response time is greater than the

'This response time applies only to the time the transaction was in the system; it does not apply to response time delays
experienced in the network.

2The Workload Manager computes the average transaction response time every 10 seconds, during the "policy adjustment"

interval.

3Please see Section 4 for a more detailed description of this process.
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performance goal, the system is not meeting performance goals for the
service class period. If the importance of the service class is sufficiently
high, the Workload Manager may re-allocate system resources in an
attempt to meet performance goals.

At a different period (typically every 15 minutes), the SRM provides RMF
with measurement data, including the elapsed and execution times of
transactions ending in each service class period, and the number of
transactions ending in each service class period. This information is
collected by RMF and written to the SMF data set as Type 72 records. The
interval at which RMF collects data and writes records typically is referred
to as the RMF measurement interval.

RMF does not include in Type 72 records the number of instances in which
any service class period did not achieve its average response goal. RMF
records the total elapsed time and the number of ending transactions.

For response goals, RMF also records in Type 72 records a count of
transactions that completed in varying percentages of the response goal.
These transaction counts are recorded by RMF as the "Response Time
Distribution Count Table" contained in SMF Type 72(Subtype 3) records.
See Rule WLM102 or Rule WLM105 for a discussion of percentile response
performance goals.

The count of transactions completing in varying percentages of the
performance goal is useful for analyzing performance of service classes
that have a "percentile goal" specified for a service class. However, these
counts are not useful in computing average response times.

CPEXxpert analyzes the SMF Type 72 records to determine whether service
class periods met their performance goals during each RMF measurement
interval. For service class periods that have an average response
performance goal specified, CPExpert accomplishes this simply by dividing
the number of transactions ending in the service class (R723CRCP) into
the elapsed time of ending transactions (R723CTET). The result is the
average transaction response time over the entire RMF measurement
interval.

CPEXxpert compares the average transaction response time over the entire
RMF measurement interval against the performance goal specified for the
service class period. If the average transaction response time is greater
than the performance goal, CPExpert can conclude that the service class
period did not achieve its performance goal for the RMF measurement
interval. This conclusion reveals a persistent problem.
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Some transactions executing in the service class period may have missed
their performance goals, and this situation is to be expected when an
average response goal is specified to the Workload Manager. The average
response goal simply applies to the average response time achieved, which
implies that the response time of some transactions may be significantly
less than the goal and others may be significantly more than the goal.

It is important to appreciate that the average response time goal may not
be met during a number of Workload Manager policy adjustment intervals.
This circumstance may not be detected when CPExpert analyzes RMF data
as described above, as the averages are computed based on an entire
RMF measurement interval. CPExpert will detect a persistent problem, but
cannot detect periodic problems with average transaction response times
being greater than the performance goal®.

CPEXxpert produces Rule WLM101 when CPExpert detects that a service
class period did not meet its average response goal for an entire RMF
measurement interval. CPExpert reports the total transactions that ended
during the interval, the average response achieved by the transactions, and
the primary and secondary causes of response delay. Additionally,
CPExpert computes the contribution that the primary and secondary causes
of delay made to the average transaction response time.

For example, suppose that a 100 millisecond average response time had
been specified as the performance goal for a service class period serving
interactive TSO transactions. CPExpert might detect that the average TSO
response time was 350 milliseconds; the performance goal was missed by
250 milliseconds! CPExpert would report the number of transactions and
their average response time.

CPExpert would analyze the causes of delay to TSO transactions and
report the primary and secondary causes of delay. CPExpert might
compute that the primary cause of delay to TSO transactions was that they
were denied access to a processor for 35% of their active time, and that
they were waiting for "unknown" causes® for another 30% of their active
time.

CPExpert would report both these causes, and their respective percentages
in Rule WLM101. CPExpert would continue analysis to assess which

“The Workload Manager does provide another category of service goal (the Percentile Goal) by which users can specify the
percentage of transactions that should achieve their service goals. As mentioned earlier, the Percentile Goal is described in Rule
WLM102 and Rule WLM105.

Recall from Section 4 that the "unknown" cause is unknown as far as the Workload Manager is concerned. The Workload
Manager identifies causes of delay only for those categories over which the SRM has control. Delays over which the SRM has no
control are grouped together into an "unknown" category. These delays typically are certain categories of I/O delay, ENQ delay,
waiting for cross-memory services, etc.
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service classes might deprive TSO transactions from access to a processor
and to assess the likely causes of "unknown" delays.

CPExpert analyzes the following possible delays to response time®:

* CPU Using delay

* Denied CPU delay

* CPU Capping delay

« Swap-in delay

 MPL delay

* Page-in delay

* Non-paging DASD delay

* Non-DASD delay

* Queue delay

* Unknown delay

The above causes of delay are analyzed by CPExpert in other rules.

For the purposes of identifying primary and secondary causes of response
delay, CPExpert combines all auxiliary storage page-in delays into "page-in
delay" to reflect the impact of auxiliary storage on response.

Additionally, CPExpert computes the average Performance Index for the
service class during any measurement interval in which the performance
goal was not achieved. The Performance Index is computed as the actual
response divided by the performance goal.

The Performance Index gives an indication of how seriously the
performance goal was missed: a Performance Index of less than 1
indicates that response was less than the performance goal; a Performance
of greater than 1 indicates that response was worse than the performance

goal.

The following example illustrates the output from Rule WLM101:

®Please see Section 4 (Chapter 3.3) for a description of these delays.
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RULE WLM10l: SERVICE CLASS DID NOT ACHIEVE AVERAGE RESPONSE GOAL

Service Class TSO (Period 1) did not achieve its response goal

during the measurement intervals shown below. The response goal was
0.040 second average response, with an importance level of 2. The
percentages with the primary/secondary causes of delay are computed as
a function of the average address space active time.

----LOCAL SYSTEM----

TOTAL AVERAGE PERF PLEX PRIMARY, SECONDARY
MEASUREMENT INTERVAL TRANS RESPONSE INDX PI CAUSES OF DELAY
13:17-13:22,21JUN1994 5,750 0.055 1.39 1.04 DENIED CPU(51%) ,UNKNOWN (29%)
13:22-13:27,21JUN1994 5,829 0.045 1.12 1.02 UNKNOWN (40%) ,DENIED CPU (36%)

The information associated with Rule WLM101 is shown based on data
collected by the local system, which is the system being analyzed for
performance purposes.

CPEXxpert also computes and reports a sysplex Performance Index. The
WLM maintains both a “sysplex Performance Index” and a “local system
Performance Index.” Briefly, the WLM first examines the sysplex
Performance Index to determine whether a service class period is missing
its performance goal and whether action should be taken. After the sysplex
Performance Index is examined at a particular Goal Importance level, the
WLM then examines the local system Performance Index. Rule WLM140
explains this WLM logic in more detail, and describes the implications of the
WLM logic.

Suggestion: There are no suggestions with this finding. CPExpert will continue analysis
and other rules will be produced to provide more information.
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Rule WLM102: Service Class did not achieve percentile response goal

Finding:

Impact:

Logic flow:

Discussion:

CPExpert has detected that a service class period did not achieve the
percentile response goal that was specified in the Service Policy in effect.
This finding applies to performance goals that specify percentile response
time as the performance goal.

This finding can have a HIGH IMPACT on performance of your computer
system.

This is a basic finding. There are no predecessor rules.

Service classes can be defined with a "percentile" response performance
goal. A "percentile" response performance goal means that the
performance goal is defined as "x%" of the transactions should complete

within "y" time. For example, a typical percentile response goal is that 90%
of the transactions should complete within 200 milliseconds.

MVS accounts for each transaction executing in the system and determines
the transaction's response time'. MVS maintains fourteen counters for each
service class that has a response goal. The counters represent a response
time distribution with respect to the response goal.

For response goals, RMF includes in SMF Type 72 records a count of
transactions that completed in varying percentages of the response goal.
These transaction counts are recorded by RMF as the "Response Time
Distribution Count Table" contained in SMF Type 72(Subtype 3) records?.

The Workload Manager periodically assesses the performance of each
service class, comparing the performance achieved by the service class
against the performance goals specified for the service class®. This
assessment is referred to as the "policy adjustment” interval. During the
policy adjustment interval, the Workload Manager decides whether to adjust
resource policies based on whether service classes are meeting
performance goals.

"This response time applies only to the time the transaction was in the system; it does not apply to response time delays
experienced in the network.

2Please refer to Exhibit 4-11 in Section 4 for a description of the response time distributions.

3Please see Section 4 for a more detailed description of this process.
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For service classes that have a percentile response time goal, the
Workload Manager determines whether the specified percent of
transactions are achieving the response time specified by the response goal
for the service class. If more than the specified percent of transactions
achieved a response greater than the specified response goal, the system
is not meeting performance goals for the service class period. If the
importance of the service class is sufficiently high, the Workload Manager
may re-allocate system resources in an attempt to meet performance goals.

CPEXxpert analyzes the SMF Type 72 records to determine whether service
class periods met their performance goals during each RMF measurement
interval. For service class periods that have a percentile response
performance goal specified, the performance goal is specified as "x% of the
transactions completing within y time." CPExpert simply sums the
transaction count in the first six counters to determine the number of
transactions ending within 100% or less of the response goal. This value
is divided by the total number of transactions ending to yield the percent of
transactions ending within 100% or less of the response goal. If the
resulting percentage is less than the performance goal percentage,
CPEXxpert can conclude that the performance goal was not met.

CPEXxpert produces Rule WLM102 when CPExpert detects that a service
class period did not meet its percentile response goal for an entire RMF
measurement interval. CPExpert reports the total transactions that ended
during the interval, the number of transactions that met the response goal,
the percentage of transactions that met the goal, and the primary and
secondary causes of response delay.

Additionally, CPExpert computes the contribution that the primary and
secondary causes of delay made to the average transaction response time.

For example, suppose that an installation specified that 90% of the
transactions should complete within 200 milliseconds for a service class
period serving interactive TSO transactions. CPExpert might detect that
only 80% of the transactions completed within 200 milliseconds, and the
performance goal was not achieved. CPExpert would report the number of
ending transactions, the number of transactions that met the 200
millisecond goal, and that only 80% of the transactions met the goal.

CPExpert would analyze the causes of delay to TSO transactions and
report the primary and secondary causes of delay. CPExpert might
compute that the primary cause of delay to TSO transactions was that they
were denied access to a processor for 35% of their active time, and that
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they were waiting for "unknown" causes® for another 30% of their active
time. CPExpert would report both these causes, and their respective
percentages in Rule WLM102. CPExpert would continue analysis to assess
which service classes might deprive TSO transactions from access to a
processor and to assess the likely causes of "unknown" delays.
CPExpert analyzes the following possible delays to response time®:

* CPU Using delay

* Denied CPU delay

« CPU Capping delay

« Swap-in delay

 MPL delay

* Page-in delay

* Non-paging DASD delay

* Non-DASD delay

* Queue delay

* Unknown delay

For the purposes of identifying primary and secondary causes of response
delay, CPExpert combines all auxiliary storage page-in delays into "page-in
delay" to reflect the impact of auxiliary storage on response.

Additionally, CPExpert computes the average Performance Index for the
service class during any measurement interval in which the performance
goal was not achieved. The Performance Index is computed as the actual

response divided by the performance goal, but is a more detailed algorithm
than the algorithm described in Rule WLM101°.

“Recall from Section 4 that the "unknown" cause is unknown as far as the System Resources Manager is concerned. The SRM
identifies causes of delay only for those categories over which it has control. Delays over which the SRM has no control are
grouped together into an "unknown" category. These delays typically are 1/0 delay, ENQ delay, waiting for cross-memory services,

etc.

Please see Section 4 (Chapter 3.3) for a description of these delays.

®Please refer to Section 4 for a description of how the Performance Index is computed for percentile performance goals.
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The Performance Index gives an indication of how seriously the
performance goal was missed: a Performance Index of less than 1
indicates that response was less than the performance goal; a Performance
of greater than 1 indicates that response was worse than the performance
goal.

The following example illustrates the output from Rule WLM102:

RULE WLM102: SERVICE CLASS DID NOT ACHIEVE PERCENTILE RESPONSE GOAL

Service Class TSOUSERS (Period 1) did not achieve its response goal
during the measurement intervals shown below. The response goal was
80.00 percent of the transactions completing within 0.500 seconds,
with an importance level of 2. The percentages with the primary/
secondary causes of delay are computed as a function of the average
address space active time.

MEASUREMENT INTERVAL TRANS GOAL GOAL INDX PI CAUSES OF DELAY

12:59-13:14,14MAR2001 97 47 48.5 2.00 4.00 I/O USING(34%),CPU USING (24%)
13:14-13:29,14MAR2001 100 44 44.0 4.00 4.00 I/O USING(39%),CPU USING(26%)
13:29-13:44,14MAR2001 114 44 38.6 4.00 4.00 I/O USING(31%),CPU USING(29%)
13:44-13:59,14MAR2001 106 54 50.9 4.00 4.00 UNKNOWN (58%) ,I/0 USING(18%)

TRANS %
TOTAL MEETING MEETING PERF PLEX PRIMARY, SECOND

Suggestion:

The information associated with Rule WLM102 is shown based on data
collected by the local system, which is the system being analyzed for
performance purposes.

CPEXxpert also computes and reports a sysplex Performance Index. The
WLM maintains both a “sysplex Performance Index” and a “local system
Performance Index.” Briefly, the WLM first examines the sysplex
Performance Index to determine whether a service class period is missing
its performance goal and whether action should be taken. After the sysplex
Performance Index is examined at a particular Goal Importance level, the
WLM then examines the local system Performance Index. Rule WLM140
explains this WLM logic in more detail, and describes the implications of the
WLM logic.

There are no suggestions with this finding. CPExpert will continue analysis
and other rules will be produced to provide more information.
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Rule WLM103: Service Class did not achieve execution velocity goal

Finding:

Impact:

Logic flow:

Discussion:

CPExpert has detected that a service class period did not achieve the
execution velocity goal that was specified in the Service Policy in effect.

This finding can have a HIGH IMPACT on performance of your computer
system.

This is a basic finding. There are no predecessor rules.

Installations may specify an execution velocity goal for a service class
period. An execution velocity is a measure of how fast work should run
when the work is ready to run, without being delayed waiting for access to
a CPU or delayed waiting for access to processor storage'. The purpose
of specifying an execution velocity goal is to allow installations to specify
how important it is to have work processed, when the work has no time-
related measure (that is, a response requirement is not associated with the
work).

The execution velocity is computed based on samples collected at periodic
sampling intervals® by the System Resources Manager (SRM). The SRM
sampling code interrogates address space control blocks (TCBs, SRBs,
OUCBs, and OUXBs) to determine the state of each address space
assigned to a service class. Sampling counts associated with the service
class are updated based upon the state® of the address spaces.

The sampling code records the sampling result into the following categories:

* CPU using samples. CPU using samples mean that the address space
is using the CPU.

* 1/0 using samples. /O using samples means the number of calculated
samples of work using non-paging DASD 1/O resources (DASD connect

"Processor storage is composed of central storage and expanded storage. The third category of storage is auxiliary storage.

2With MVS/ESA SP5.1, the sampling interval is 250 milliseconds. The state of each TCB or SRB associated with an address
space is sampled every 250 milliseconds, beginning from address space initiation.

®Note that an address space can be in multiple states (for example, a CICS region might be using multiple processors
concurrently, while some CICS tasks were also waiting on some function). Thus, the sample counts can total more than 100% of
the sample intervals for any address space.
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state or DASD disconnect state*). 1/0 using samples are included only
if the installation has elected to include WLM-managed 1/O.

For most samples that are taken by the WLM, the WLM can sample
dispatchable units to see what state they are in (they are using the CPU,
or they are delayed for specific reasons). At each sampling interval, the
WLM simply examines the state of the dispatchable unit and adds a count
of “1" to the appropriate counter reflecting the state of the dispatchable
unit.

This sampling approach cannot be used with DASD 1/O operations,
because the DASD values are not available to WLM as instantaneous
"states," a state sampling approach cannot be used. DASD I/O time is
reported to MVS as counters accumulated by the I/O controllers.

Consequently, the WLM calculates the number of samples of work using
non-paging DASD 1/O resources. The WLM uses the device connect time
(and device disconnect time if APAR OW47667 is not installed or with
z/OS V1R3 ) to yield device using time. The WLM multiplies that time by
the "WLM sampling rate" of 4 samples per second.

For example, assume a DASD non-paging device using time of 5 seconds
accumulated in the previous WLM 10-second policy adjustment interval.
The WLM would add 20 I/O using samples for the 10-second policy
adjustment interval.

110 using samples * device use time ( samples second

110 using samples * 5 seconds ( 4 samples second * 20 samples

« CPU delay samples. CPU delay samples mean that the address
space is ready to use the CPU but is being delayed. Two separate
CPU delays are recorded:

« CPU delay. CPU delay means that a TCB or SRB is waiting to be
dispatched or a TCB is waiting for a local lock. CPExpert refers to this
delay as "DENIED CPU" in various reports resulting from the analysis
of Workload Manager constraints.

« CPU Capping delay. This delay to response time means that the
maximum CPU service units had been consumed for the Resource
Group to which the service class was assigned, and the Workload

4With APAR OW47667 (and included in z/OS V1R3), disconnect time is no longer counted as productive /O time.
Disconnect time also is not counted as 1/O delay because there is nothing WLM can do to reduce disconnect time.
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Manager had marked all address spaces associated with the
Resource Group as non-dispatchable for some time-slice intervals.

This delay does not necessarily mean that address spaces in the
capped service class had consumed the CPU service units. The CPU
service units could have been used by another service class if more
than one service class had been assigned to the Resource Group.

* Processor storage delay. Processor storage delay samples means that
an address space is ready to execute, but is delayed waiting for
processor storage. Eight separate processor storage delays are
recorded:

« Swap-in delay. Swap-in delay means that the address space was
delayed on swap-in (the swap-in had started, but had not completed).

« MPL delay. MPL delay means that an address space was ready to
be swapped in, but that the SRM had not initiated a swap-in because
of target MPL constraints.

* Auxiliary page delay from private. This page-in delay means that
the address space experienced a page fault in the private area and
the pages were coming from auxiliary storage.

« Auxiliary page delay from common. This page-in delay means that
the address space experienced a page fault in the Common area and
the pages were coming from auxiliary storage.

* Auxiliary page delay from cross memory. This page-in delay
means that the address space experienced a page fault from cross
memory and the pages were coming from auxiliary storage.

« Auxiliary page delay from VIO. This page-in delay means that the
address space experienced a page fault in VIO and the pages were
coming from auxiliary storage.

« Auxiliary page delay from standard hiperspace. This page-in
delay means that the address space experienced a page fault from
standard hiperspace and the pages were coming from auxiliary
storage.

« Auxiliary page delay from ESO hiperspace. IBM has defined this
state to mean that the address space was experiencing page faults in
ESO hiperspace and the pages were coming from auxiliary storage.
Pages in ESO hiperspace are, by definition, resident only in expanded
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storage (ESO = Expanded Storage Only), and are never migrated to
auxiliary storage. IBM offers the following explanation®:

"The execution delay for ESO hiperspaces is a calculated value based
on the assumption that if an application does a read for an ESO
hiperspace page and that page is no longer available (has been cast
out), the application will read the data from DASD somewhere.
WLM/SRM takes the number of times a read failed in this way and
multiplies it by the number of delay samples we expect a read of a
page from DASD to represent and report the product as the execution
delay samples for ESO hiperspace. This obviously is not a perfect
solution, but we needed some way to get an estimate of how much
delay is caused to an address space by not having enough expanded
for an ESO hiperspace. Such an estimated is needed to properly
manage the amount of expanded owned by the address space to the
address space's goal."

« Shared page-in delay from auxiliary storage. This page-in delay
means that the address space experienced page faults from shared
pages and the pages were coming from auxiliary storage.

« Shared page-in delay from expanded storage. This page-in delay
means that the address space experienced page faults from shared
pages and the pages were coming from expanded storage.

* Non-paging DASD I/O operations. With OS/390 Release 3, execution
velocity can optionally include delays waiting for non-paging DASD /O
operations. Non-paging DASD 1/O delays include I0S queue delays,
subchannel pending delays, and control unit queue delays. Note that
DASD disconnect time is not included in the execution velocity delay
calculations, but could be included in the “using” component of the
calculation. See Footnote 1.

* Delays waiting for an initiator. With OS/390 Version 2 Release 4,
execution velocity can optionally include delays waiting for an initiator
(with batch jobs in WLM-managed job classes).

Notice that only certain delay categories are included: only delays for
processor or for processor storage are included in the "delay" category.
These delays are under control of the SRM. Delays not under control of the
SRM are not included in CPU or processor storage delays, but are included
in an "unknown" delay category. Unknown delay is not included in the
execution velocity computation.

°IBM TALKLink RMF FORUM appended at 15:39:18 on 95/05/29 GMT (by YOCOM at KGNVMC)
Subject: Workload Activity Report. Used with permission of the author.
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For example, delay waiting for ENQ completion is not under control of the
SRM. Consequently, the Workload Manager does not include waiting for
ENQ completion in when it computes execution velocity. Rather, waiting for
ENQ completion is included in an "unknown" category when the SRM takes
its samples. The "unknown" delay means that the SRM was unable to
identify the cause of delay. In practice, this means that the delay was
something over which the SRM had no control (e.g., certain I/O operations,
ENQ delay, etc.).

The Workload Manager computes the execution velocity of a service class
by applying the following algorithm:

using samples 100
using samples % delay samples

where:
using samples include:

C  The number of samples of work using the processor (CPU Using).

C  The number of calculated samples of work using non-paging DASD 1/O resources
(DASD connect state or DASD disconnect state). 1/0 using samples are included
only if the installation has elected to include WLM-managed I/O. DASD disconnect
is not used with APAR OWA47667 (and included in z/OS V1R3).

delay samples include:

C The number of samples of work delayed for the processor (Denied CPU Delay or
CPU Capping delay).

C  The number of samples of work delayed for processor storage. Delay for processor
storage includes:

C Paging delay

C Swap-in delay

C Swapped out for multiprogramming (MPL) reasons
C Server address space creation delay

C Initiation delays for batch jobs in WLM-managed job classes
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C The number of calculated samples of work delayed for non-paging DASD 1/O
resources (DASD I0S queue delay, DASD subchannel pending delay, or DASD
control unit queue delay). 1/0 delay samples are included only if the installation has
elected to include WLM-managed I/O.

The result from the algorithm is multiplied by 100, to yield an execution
velocity ranging from 0 (when the address space did not use the CPU) to
100 (when the address space was not delayed for any reason controlled by
the SRM).

It is important to keep in mind that execution velocity applies only to times
when an address space is using a CPU or ready to use a CPU (or
using /O or ready to use I/O if WLM-managed I/O is included). It does
not include times when an address space is idle, waiting for 1/0O (if WLM-
managed I/O is not included), enqueued for a resource, etc.

The Workload Manager periodically® computes the execution velocity of all
address spaces that have an execution velocity goal.

The Workload Manager periodically assesses the performance of each
service class, comparing the performance achieved by the service class
against the performance goals specified for the service class. This
assessment is referred to as the "policy adjustment” interval, in that the
Workload Manager decides whether to adjust resource policies based on
whether service classes are meeting performance goals.

The actual comparison process is accomplished by computing a
Performance Index for each service class’. For execution velocity goals,
the performance index is computed by dividing the goal by the achieved
velocity. If achieved velocity is greater than the goal, the performance index
will be less than one. If achieved velocity is less than the goal, the
performance index will be greater than one.

» For example, suppose that an execution goal of 30% had been specified.
Further suppose that the execution velocity achieved was 50%. Dividing
the goal by the achieved would yield a performance index of 0.6
(30%/50%=0.6).

* However, suppose that the execution velocity achieved was only 15%.
Dividing the goal by the achieved would yield a performance index of 2.0
(30%/15%=2.0).

®The Workload Manager computes the execution velocity every 10 seconds, during the "policy evaluation" interval.

"Please see Section 4 for a discussion of how the Performance Index is computed and used.
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As can be seen by the above discussion, a performance index less than
one implies that a performance goal has been met, while a performance
index greater than one implies that a goal has not been. Thus, the
performance index can be used to compare the performance of service
classes, regardless of the type of performance goal specified for the service
class®.

For service classes that have an execution velocity goal, the Workload
Manager determines whether the execution velocity is less than the
performance goal. If the execution velocity is less than the performance
goal, the system is not meeting performance goals for the service class
period. If the importance of the service class is sufficiently high, the
Workload Manager may re-allocate system resources in an attempt to meet
performance goals.

At a different period (typically every 15 minutes), the SRM provides RMF
with measurement data, including the CPU Using, CPU Delay, and Storage
Delay samples for each service class period. This information is collected
by RMF and written to the SMF data set as Type 72 records. The interval
in which RMF collects data and writes records typically is referred to as the
RMF measurement interval.

CPEXxpert analyzes the SMF Type 72 records to determine whether service
class periods met their performance goals during each RMF measurement
interval. For service class periods that have an execution velocity
performance goal specified, CPExpert accomplishes this simply by dividing
the CPU Using samples (R723CCUS) by the total Using and Delay samples
(R723CCUS + R723CTOT). The result is the average execution velocity
over the entire RMF measurement interval.

CPExpert compares the average execution velocity over the entire RMF
measurement interval against the performance goal specified for the service
class period. If the average execution velocity is less than the performance
goal, CPExpert can conclude that the service class period did not achieve
its performance goal for the RMF measurement interval. This conclusion
reveals a persistent problem.

It is important to appreciate that the execution velocity goal may not be met
during a number of Workload Manager policy adjustment intervals. This
circumstance may not be detected when CPExpert analyzes RMF data as
described above, since the average execution velocity is computed by
CPEXxpert is based on an entire RMF measurement interval. CPExpert will
detect a persistent problem, but cannot detect periodic problems with
execution velocities being less than the performance goal.

8A discretionary goal has an implied performance index of 81%, which means that service classes with discretionary goals will
always be considered as achieving their service goal.
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CPEXxpert produces Rule WLM103 when CPExpert detects that a service
class period did not meet its execution velocity goal for an entire RMF
measurement interval. CPExpert reports the percent CPU Using samples,
percent total waiting samples, the resulting execution velocity, and the
primary and secondary causes of delay. Additionally, CPExpert computes
the contribution that the primary and secondary causes of delay made to
the address space delay.

CPEXxpert analyzes the following possible delays to service classes with an
execution velocity goal®:

* Denied CPU delay
» CPU Capping delay

« Swap-in delay

MPL delay

* Page-in delay

/0 delay

Queue delay (Batch job initiator delay, TSO LOGON delay, or APPC
request queue delay)

The above causes of delay are analyzed by CPExpert in other rules.

For the purposes of identifying primary and secondary causes of response
delay, CPExpert combines all auxiliary storage page-in delays into "page-in
delay" to reflect the impact of auxiliary storage on response.

Notice that "CPU Using" is not included in the delays analyzed by
CPEXxpert, as "CPU Using" is the objective of an execution velocity goal.
Additionally, "Unknown" delay is not included in the delays analyzed by
CPExpert, as "Unknown" delay is not included in the computation of
execution velocity.

Each of the above causes of delay are analyzed by CPExpert in other rules.

The following example illustrates the output from Rule WLM103:

°Please see Section 4 (Chapter 3.3) for a description of these delays.
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RULE WLM103: SERVICE CLASS DID NOT ACHIEVE VELOCITY GOAL

VEL40 (Period 1): Service class did not achieve its velocity goal
during the measurement intervals shown below. The velocity goal was

40% execution velocity, with an importance level of 2. The '$% USING'
and '$TOTAL DELAY' percentages are computed as a function of the average
address space EXECUTING time (to exclude activity and delays not under
WLM control). The 'PRIMARY,SECONDARY CAUSES OF DELAY' are computed as

a function of the execution delay samples on the local system.

% % TOTAL EXEC PERF PLEX PRIMARY, SECOND
MEASUREMENT INTERVAL USING DELAY VELOC INDX PI CAUSES OF DELAY
10:00-10:15,19AU0G2003 9.1 16.9 35% 1.15 0.71 DENIED CPU(85%)
10:15-10:30,19AU0G2003 20.6 31% 1.30 0.72 DENIED CPU(69%)
10:30-10:45,19AU0G2003 17.4 32% 1.26 0.71 DENIED CPU(68%)
10:45-11:00,19AU0G2003 13.6 36% 1.13 0.68 DENIED CPU(64%)

<N 00 ©
aRrRrN

Note that the % USING and % TOTAL DELAY percentages are computed as
a function of the average address EXECUTING time. In the above example,
the data shown for 10:00 indicates that the VEL40 service class was delayed
for 16.9% of the time that it was executing on the local system. This view is
of the time when the service class was under control of the WLM (that is, the
percent excludes such things as IDLE samples and UNKNOWN samples,
over which the WLM has no control).

While the service class was delayed (the 16.9% shown above), 85% of the
16.9% delay was due to being denied access to CPU. The 85% CPU delay
was calculated as:

R723CCDE

Percent CPU Delay *
R723CTOT

Where
R723CCDE= CPU delay sample count
R723CTOT = Total general execution delay samples

These two views are important, because many analysts want to know how
much WLM "manageable" delay'® occurred to transactions in some online
application (such as TSO) while transactions were being processed.

If IDLE and other delays not under WLM control were included in the "Total
Delay", a very small number might be shown for the delay. This would be
due to the fact that IDLE and other delays often account for a large percent
of TSO time (for example). A small delay that included Idle time would be

10This specific example illustrates a more significant problem; namely, the Sysplex Performance Index is much less than
1 (indicating that, on a sysplex basis, the service class is exceeding its goal). As a consequence, the WLM might not take action to
improve the performance of the service class period on the local system. This situation is discussed in Rule WLM140.
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of little comfort to the user who might have experienced large delays waiting
for transaction completion.

Notice that there is no "SECONDARY" cause of delay shown in the
example output from Rule WLM103. CPExpert lists a SECONDARY cause
of delay only if the delay is greater than the WLMSIG guidance variable.

Suggestion: There are no suggestions with this finding. CPExpert will continue analysis
and other rules will be produced to provide more information.
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Rule WLM104: Subsystem (transaction) Service Class did not achieve

average response goal

Finding:

Impact:

Logic flow:

Discussion:

CPExpert has detected that a service class did not achieve the average
response goal that was specified in the Service Policy in effect. This finding
applies to performance goals that specify average response time as the
performance goal. Additionally, this finding applies to service classes that
are part of a subsystem (e.g., CICS transactions). This finding is made only
if subsystems are installed that support Workload Manager reporting (e.g.,
at CICS/ESA Version 4.1 or later, and IMS/ESA at Version 5 or later).

This finding can have a HIGH IMPACT on performance of your computer
system.

This is a basic finding. There are no predecessor rules.

If subsystems are installed that support Workload Manager reporting (e.g.,
CICS/ESA Version 4.1 or IMS/ESA Version 5), installations can define
service classes that describe particular transaction types and specify
performance goals for the transactions in the service class. All transactions
entering the system that fall into the workload category described by the
service class are associated with the service class.

For example, an installation may wish to group all CICS transactions
relating to personnel matters into a CICSPERS Service Class. The
installation would define classification rules to the Workload Manager so all
transactions relating to personnel matters would be placed into the
CICSPERS Service Class. The installation would specify a performance
goal for the CICSPERS Service Class, and an importance level for the goal.

Notice that the transactions comprising the CICSPERS Service Class
must actually execute in a CICS region executing CICS at a level of at least
CICS/ESA Version 4.1. The CICS region would report transaction
performance information to the Workload Manager, and the Workload
Manager would attempt to manage system resources to meet the
performance goal specified for the CICSPERS Service Class.

The controlling address space (e.g., the CICS region) must be in its own
service class. In our example, suppose that the CICS region is placed into
the CICSRGN Service Class. The CICSRGN Service Class would be
considered a "server" and the CICSPERS Service Class may be one of
several "served" transaction service classes controlled by the CICSRGN
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Service Class (other CICS transaction service classes "served" by the
CICSRGN "server" may be related to procurement, administration,
miscellaneous, etc.).

The CICSRGN will have its own performance goals and importance.
However, these performance goals and importance are used by the
Workload Manager only at address space start-up time. After the CICS
region has started, its performance goals and importance are ignored by the
Workload Manager. The Workload Manager will allocate resources based
upon the performance goals and importance of the "served" service classes
(in our example, the allocation will be based upon the performance of the
CICSPERS transactions, and other "served" service classes served by the
CICSRGN Service Class).

It is important to appreciate that the Workload Manager does not allocate
resources to the CICSPERS Service Class, as CICSPERS is simply a
logical entity that describes transactions and CICSPERS is not an address
space. Rather, the Workload Manager allocates resources to the "server"
address space (the CICSRGN Service Class). Similarly, the Workload
Manager does not measure resources consumed by the CICSPERS
Service Class, as CICS/ESA Version 4.1 does not report this information to
the Workload Manager.

One implication of the structure of the "server" and "served" service classes
is that the Workload Manager will attempt to meet the performance goals
of all "served" transaction service classes that are served by the "server"
service class. It does this by allocating resources to the "server" service
class. These additional resources may (or may not) be used to provide
service to the transaction service class missing its goal’.

Suppose there are multiple "served" transaction service classes associated
with a "server" service class. If some "served" transaction service class is
failing to achieve its goal, the Workload Manager may allocate additional
resources to the "server" service class. These additional resources might
allow some "served" transaction service classes to significantly exceed their
performance goal and these "served" transaction service classes may not
be particularly important.

In our example, suppose that the CICSRGN Service Class is serving two
transaction service classes (the CICSPERS Service Class we described
and a CICSADMN Service Class). Suppose that CICSPERS is important
but that CICSADMN is of lower importance. If the Workload Manager
detects that CICSPERS is not meeting its performance goal, the Workload
Manager may allocate more resources to the CICSRGN Service Class.

"Please refer to Section 4 for a more complete illustration of the "server" and "served" concepts.
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The CICSRGN would use the additional resources to provide service to
both CICSPERS and CICSADMN. Consequently, CICSADMN might
significantly exceed its performance goal®.

To summarize this discussion, performance goals are associated with
"served" transaction service classes while resources are allocated to
"server" service classes. Performance (i.e., transaction response time) is
recorded at the "served" transaction service class level, while resource use
is recorded at the "server" service class level.

Subsystem transaction service classes can be defined that have an
"average" response goal or a "percentile" response performance goal. An
"average" response goal means that the performance goal is defined as
transactions should complete within an average of "y" time. A "percentile"
response performance goal means that the performance goal is defined as
"X%" of the transactions should complete within "y" time. For example, a
typical percentile response goal is that 90% of the transactions should

complete within 200 milliseconds.

This rule (Rule WLM104) deals with performance goals for subsystem
service classes that have an average response goal. Rule WLM105 deals
with performance goals for subsystem service classes that have a
percentile response goal.

The System Resources Manager (SRM) accounts for each transaction
executing in the system and determines the transaction's response time®.
The SRM sums the response times for transactions ending in a service
class as each transaction ends. The Workload Manager periodically*
divides the sum of response times by the number of ending transactions.
The result is the average response time of all transactions ending in the
service class during the previous interval.

The Workload Manager periodically assesses the performance of each
service class, comparing the performance achieved by the service class
against the performance goals specified for the service class. This
assessment is referred to as the "policy adjustment” interval, in that the
Workload Manager decides whether to adjust resource policies based on
whether service classes are meeting performance goals.

%Indeed, there is no guarantee that the additional resources would help CICSPERS unless CICSPERS had been properly
defined to CICS as a higher priority than CICSADMN.

This response time applies only to the time the transaction was in the system; it does not apply to response time delays
experienced in the network.

“The Workload Manager computes the average transaction response time every 10 seconds, during the "policy evaluation”

interval.
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For service classes that have an average response time goal, the
Workload Manager determines whether the average response time
achieved by transactions ending in the service class is greater than the
performance goal. If the average response time is greater than the
performance goal, the system is not meeting performance goals for the
service class. If the Goal Importance of the service class is sufficiently high,
the Workload Manager may re-allocate system resources in an attempt to
meet performance goals.

At a different interval (typically every 15 minutes), the SRM provides RMF
with measurement data, including the elapsed and active times of
transactions ending in each service class, and the number of transactions
ending in each service class. This information is collected by RMF and
written to the SMF data set as Type 72 records. The interval in which RMF
collects data and writes records typically is referred to as the RMF
measurement interval.

RMF does not include in Type 72 records the number of instances in which
any service class did not achieve its average response goal. RMF records
to total elapsed time and active times and the number of ending
transactions.

For response goals, RMF also records in Type 72 records a count of
transactions that completed in varying percentages of the response goal.
These transaction counts are recorded by RMF as the "Response Time
Distribution Count Table" contained in SMF Type 72(Subtype 3) records.
See Rule WLM102 or Rule WLM105 for a discussion of percentile response
performance goals.

The count of transactions completing in varying percentages of the
performance goal is useful for analyzing performance of service classes
that have a "percentile goal" specified for a service class. However, these
counts are not useful in computing average response times.

CPEXxpert analyzes the SMF Type 72 records to determine whether service
class met their performance goals during each RMF measurement interval.
For service class that have an average response performance goal
specified, CPExpert accomplishes this simply by dividing the number of
transactions ending in the service class (R723CRCP) into the elapsed time
of ending transactions (R723CTET). The result is the average transaction
response time over the entire RMF measurement interval.

CPExpert compares the average transaction response time over the entire
RMF measurement interval against the performance goal specified for the
service class. If the average transaction response time is greater than the
performance goal, CPExpert can conclude that the service class did not
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achieve its performance goal for the RMF measurement interval. This
conclusion reveals a persistent problem.

Some transactions executing in the service class may have missed their
performance goals, and this situation is to be expected when an average
response goal is specified to the Workload Manager. The average
response goal simply applies to the average response time achieved, which
implies that the response time of some transactions may be significantly
less than the goal and others may be significantly more than the goal.

It is important to appreciate that the average response time goal may not
be met during a number of Workload Manager policy adjustment intervals.
This circumstance may not be detected when CPExpert analyzes RMF data
as described above, as the averages are computed based on an entire
RMF measurement interval. CPExpert will detect a persistent problem, but
cannot detect periodic problems with average transaction response times
being greater than the performance goal®.

CPEXxpert produces Rule WLM104 when CPExpert detects that a service
class did not meet its average response goal for an entire RMF
measurement interval. CPExpert reports the total transactions that ended
during the interval, and the average response achieved by the transactions.
Additionally, CPExpert computes the contribution that the primary and
secondary causes of delay made to the average transaction response time.

For example, suppose that a 100 millisecond average response time had
been specified as the performance goal for a service class period serving
CICS transactions. CPExpert might detect that the average response time
was 350 milliseconds for transactions in the CICS subsystem service class;
the performance goal was missed by 250 milliseconds! CPExpert would
report the number of transactions and their average response time.

CPExpert would analyze the causes of delay to CICS transactions and
report the primary and secondary causes of delay, if the information is
available. Some subsystems may not provide detailed information about
causes of delay®. If this case, CPExpert simply lists "data not available"
under the primary and secondary causes of delay column.

5The Workload Manager does provide another category of service goal (the Percentile Goal) by which users can specify the
percentage of transactions which should achieve their service goals. As mentioned earlier, the Percentile Goal is described in Rule
WLM102 and Rule WLM105.

®Early releases of IMS Version 5 did not correctly report transaction delays.
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The subsystem work manager (e.g., CICS) normally reports the causes of
delay to the Workload Manager, using the Workload Management Services
macros’.

CICS reports two separate views of the transactions: the begin to _end
phase state and the execution phase. IMS reports only execution phase.

Begin_to_end phase. The begin_to_end phase starts when CICS has
classified the transaction®. This action normally is done in a CICS TOR
region.

Execution phase. The execution phase starts when either CICS or IMS
has started an application task to process the transaction. For CICS, this
normally is done in a CICS AOR region. For IMS, this is the IMS
Message Processing Region (MPR).

Some CICS transactions may never enter the execution phase, as the
transactions will be completely processed in the CICS TOR.
Consequently, the number of transactions completing the execution
phase may be less than the total number of CICS transactions processed
by the system.

In our example of CICS transactions, the CICS subsystem work manager
would report transaction delays in the following states for the "served"
transaction service class:

Active state. The active state indicates that there was a program
executing on behalf of the work request in the "served" service class, from
the perspective of the work manager. In the case of a CICS region, this
means that a CICS task has been dispatched by CICS to process the
transaction.

However, the active state does not mean that the task is executing
from the perspective of MVS. It simply means that the task has been
dispatched by CICS. Other address spaces with a higher system
dispatching priority could preempt the task dispatched by CICS, and
these other address spaces could be using the CPU. The situation in
which the CICS application task is denied use of the CPU is unknown to
CICS.

"Please refer to Section 4 (Chapter 2.2) for a description of the interaction between subsystems and the Workload Manager.

8Classifying the transaction into a service class is actually done by the Workload Manager when CICS issues the IWMCLSY
macro. Please refer to Section 4 for a more complete discussion of the subsystem work manager (e.g., CICS) interaction with the

Workload Manager.
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* Ready state. The ready state indicates that there was a program ready
to execute on behalf of a work request in the "served" transaction service
class, but that the work manager has given priority to another work
request. In the case of a CICS region, this means that there were more
CICS tasks ready to process transactions in the "served" service class
than were dispatched by CICS.

 Idle state. The idle state indicates that there were no work requests
(e.g., CICS transactions) ready to run in the service class.

» Waiting for lock. The waiting for lock state indicates that some work
request (e.g., a CICS task) was waiting for a lock.

« Waiting for 1/0. The waiting for 1/O state indicates that the work
manager was waiting for some 1/O request on behalf of the "served"
service class. This state could be waiting on an actual I/O operation or
waiting on some other function related to the I/O request.

» Waiting for conversation. The waiting for conversation state indicates
that the work manager was waiting for a response in a conversation
mode.

» Waiting for distributed request. The waiting for distributed request
state indicates that some function or data must be routed prior to
resumption of the work request.

» Waiting for session to be established locally. The waiting for session
to be established locally means a wait for a session to be established on
the current MVS image.

» Waiting for session to be established in sysplex. The waiting for
session to be established in sysplex means a wait for a session to be
established somewhere in the sysplex.

« Waiting for session to be established in network. The waiting for
session to be established in network means a wait for a session to be
established somewhere in the network.

» Waiting for timer. The waiting for timer means that a work request was
waiting for expiration of a timer.

* Waiting for another product. The waiting for another product means
that a work request was waiting for another product to provide some
service.
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» Waiting for a new latch. The waiting for a new latch means that a work
request was waiting for a new latch. A latch is a short-duration lock.

» Waiting for SSL thread. The waiting for SSL thread means that a work
request was waiting for a Secure Sockets Layer thread.

» Waiting for regular thread. The waiting for regular thread means that
a work request was waiting for a regular thread.

» Waiting for work table. The waiting for work table means that a work
request was waiting for a work table registration.

» Waiting for unidentified resource. The waiting for unidentified resource
means that the work request was waiting, but that the work manager
could not identify the cause of the wait.

The above causes of delay are analyzed by CPExpert in other rules.

The delays are recorded by RMF from two perspectives: (1) the
begin_to_end phase of work requests in the service class and (2) the
execution phase of work requests in the service class. CPExpert can
analyze delays to transactions from both perspectives®.

For SMF Type 72 records related to "server" service class (e.g., a CICS
region), RMF records information identifying the service classes served by
the server service class. This information is in the "Service Class Served
Data Section" of the TYPE 72 records. If CPExpert discovers that a
"served" service class did not achieve its performance goal, CPExpert
identifies the "server" service classes that serve the service class not |
achieving its performance goal.

The following example illustrates the output from Rule WLM104:

°A CPExpert guidance variable (the PHASE variable) in USOURCE(WLMGUIDE) controls which phase CPExpert initially
analyzes. Please refer to Section 2 for a discussion of how the PHASE guidance variable may be used to direct CPExpert's
analysis and why this guidance may be altered.
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RULE WLM104: SERVICE CLASS DID NOT ACHIEVE AVERAGE RESPONSE GOAL

Service Class CICUSRTX did not achieve its response goal during the
measurement intervals shown below. The response goal was 0.090 second
average response, with an importance level of 2. CICUSRTX was defined
as a "served" Service Class (e.g., IMS or CICS transactions). The
below causes of delay (if available) were based upon EXECUTION PHASE
samples. CICUSRTX was served by CICSRGN.

TOTAL AVERAGE PERF PLEX PRIMARY, SECONDARY
MEASUREMENT INTERVAL TRANS RESPONSE INDX PI CAUSES OF DELAY
13:07-13:12,21JUN1994 14,307 0.120 1.33 1.33 WAIT I/O(76%) ,READY (18%)
13:17-13:22,21JUN1994 14,314 0.181 2.01 2.01 WAIT I/0(62%) ,READY (32%)
13:22-13:27,21JUN1994 14,287 0.197 1.9 2.19 WAIT I/O(81%) ,READY (12%)

The information associated with Rule WLM104 is shown based on data
collected by the local system, which is the system being analyzed for
performance purposes.

CPEXxpert also computes and reports a sysplex Performance Index. The
WLM maintains both a “sysplex Performance Index” and a “local system
Performance Index.” Briefly, the WLM first examines the sysplex
Performance Index to determine whether a service class period is missing
its performance goal and whether action should be taken. After the sysplex
Performance Index is examined at a particular Goal Importance level, the
WLM then examines the local system Performance Index. Rule WLM140
explains this WLM logic in more detail, and describes the implications of the
WLM logic.

Recall that resources are allocated to "server" service classes, and these
"server" service have information relating to resources used and relating to
possible delays from a system view. After analyzing the information
described above related to the "served" service class missing its
performance goal, CPExpert analyzes the "server" service class to identify
causes of delay from a system view.

In the example of Rule WLM104, CPExpert detected that the CICSUSRTX
service class did not achieve its performance goal. After analyzing the
delays from the perspective of CICS, CPExpert will analyze the delays to
the server (CICSRGN), from the perspective of the overall system.

Suggestion: There are no suggestions with this finding. CPExpert will continue analysis
and other rules will be produced to provide more information.
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Rule WLM105: Subsystem Service Class did not achieve percentile response

goal

Finding:

Impact:

Logic flow:

Discussion:

CPEXxpert has detected that a service class did not achieve the percentile
response goal that was specified in the service policy in effect. This finding
applies to performance goals that specify percentile response time as the
performance goal. Additionally, this finding applies to service classes that
are part of a subsystem (e.g., CICS transactions). This finding is made only
if subsystems are installed that support Workload Manager reporting (e.g.,
CICS/ESA Version 4.1 or later, and IMS/ESA Version 5 or later).

This finding can have a HIGH IMPACT on performance of your computer
system.

This is a basic finding. There are no predecessor rules.

If subsystems are installed that support Workload Manager reporting (e.g.,
CICS/ESA Version 4.1 or IMS/ESA Version 5), installations can define
service classes that describe particular transaction types and specify
performance goals for the transactions in the service class. All transactions
entering the system that fall into the workload category described by the
service class are associated with the service class.

For example, an installation may wish to group all CICS transactions
relating to personnel matters into a CICSPERS Service Class. The
installation would define classification rules to the Workload Manager so all
transactions relating to personnel matters would be placed into the
CICSPERS Service Class. The installation would specify a performance
goal for the CICSPERS Service Class, and an importance level for the goal.

Notice that the transactions comprising the CICSPERS Service Class
must actually execute in a CICS region executing CICS at a level of at least
CICS/ESA Version 4.1. The CICS region would report transaction
performance information to the Workload Manager, and the Workload
Manager would attempt to manage system resources to meet the
performance goal specified for the CICSPERS Service Class.

The controlling address space must be in its own service class. In our
example, suppose that the CICS region is placed into the CICSRGN
Service Class. The CICSRGN Service Class would be considered a
"server" and the CICSPERS Service Class may be one of several "served"
transaction service classes controlled by the CICSRGN Service Class
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(other CICS transaction service classes "served" by the CICSRGN "server"
may be related to procurement, administration, miscellaneous, etc.).

The CICSRGN will have its own performance goals and importance.
However, these performance goals and importance are used by the
Workload Manager only at address space start-up time. After the CICS
region has started, its performance goals and importance are ignored by the
Workload Manager. The Workload Manager will allocate resources based
upon the performance goals and importance of the "served" transaction
service classes (in our example, the allocation will be based upon the
performance of the CICSPERS transactions, and other "served" service
classes served by the CICSRGN Service Class).

It is important to appreciate that the Workload Manager does not allocate
resources to the CICSPERS Service Class, as CICSPERS is simply a
logical entity that describes transactions and CICSPERS is not an address
space. Rather, the Workload Manager allocates resources to the "server"
address space (the CICSRGN Service Class). Similarly, the Workload
Manager does not measure resources consumed by the CICSPERS
Service Class, as CICS does not report this information to the Workload
Manager.

One implication of the structure of the "server" and "served" service classes
is that the Workload Manager will attempt to meet the performance goals
of all "served" transaction service classes that are served by the "server"
service class. It does this by allocating resources to the "server" service
class. These additional resources may (or may not) be used to provide
service to the transaction service class missing its goal'.

Suppose there are multiple "served" transaction service classes associated
with a "server" service class. If some "served" transaction service class is
failing to achieve its goal, the Workload Manager may allocate additional
resources to the "server" service class. These additional resources might
allow some "served" service classes to significantly exceed their
performance goal and these "served" service classes may not be
particularly important.

In our example, suppose that the CICSRGN Service Class is serving two
transaction service classes (the CICSPERS Service Class we described
and a CICSADMN Service Class). Suppose that CICSPERS is important
but that CICSADMN Service Class is of lower importance. If the Workload
Manager detects that CICSPERS is not meeting its performance goal, the
Workload Manager may allocate more resources to the CICSRGN Service
Class. The CICSRGN would use the additional resources to provide

"Please refer to Section 4 for a more complete illustration of the "server" and "served" concepts.
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service to both CICSPERS and CICSADMN. Consequently, CICSADMN
might significantly exceed its performance goal. Indeed, there is no
guarantee that the additional resources would help CICSPERS unless
CICSPERS had been properly defined to CICS as a higher priority than
CICSADMN.

To summarize this discussion, performance goals are associated with
"served" transaction service classes while resources are allocated to
"server" service classes. Performance (i.e., transaction response time) is
recorded at the "served" transaction service class level, while resource use
is recorded at the "server" service class level.

Service classes can be defined that have a "percentile" response
performance goal. A "percentile" response performance goal means that
the performance goal is defined as "x%" of the transactions should
complete within "y" time. For example, a typical percentile response goal
is that 90% of the transactions should complete within 200

milliseconds.

This rule (Rule WLM105) deals with performance goals that have been
specified as a percentile response goal (e.g., "x%" of the transactions
should complete within "y" time). Rule WLM104 deals with performance
goals for subsystem service classes that have an average response goal.

MVS accounts for each transaction executing in the system and determines
the transaction's response time?. MVS maintains fourteen counters for each
service class that has a response goal. The counters represent a response
time distribution with respect to the response goal.

For response goals, RMF includes in SMF Type 72 records a count of
transactions that completed in varying percentages of the response goal.
These transaction counts are recorded by RMF as the "Response Time
Distribution Count Table" contained in SMF Type 72(Subtype 3) records®.

The Workload Manager periodically assesses the performance of each
service class, comparing the performance achieved by the service class
against the performance goals specified for the service class. This
assessment is referred to as the "policy adjustment” interval, in that the
Workload Manager decides whether to adjust resource policies based on
whether service classes are meeting performance goals.

2This response time applies only to the time the transaction was in the system; it does not apply to response time delays
experienced in the network.

3Please refer to Exhibit 4-11 in Section 4 for a description of the response time distributions.
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For service classes that have a percentile response time goal, the
Workload Manager determines whether the specified percent of
transactions were achieving the response time specified by the response
goal for the service class. If more than the specified percent of transactions
achieved a response greater than the specified response goal, the system
was not meeting performance goals for the service class period. If the
importance of the service class is sufficiently high, the Workload Manager
may re-allocate system resources in an attempt to meet performance goals.

CPEXxpert analyzes the SMF Type 72 records to determine whether service
class periods met their performance goals during each RMF measurement
interval. For service class periods that have a percentile response
performance goal specified, the performance goal is specified as "x% of the
transactions completing within y time." CPExpert simply sums the
transaction count in the first six counters to determine the number of
transactions ending within 100% or less of the response goal. This value
is divided by the total number of transactions ending to yield the percent of
transactions ending within 100% or less of the response goal. If the
resulting percentage is less than the performance goal percentage,
CPEXxpert can conclude that the performance goal was not met.

CPEXxpert produces Rule WLM105 when CPExpert detects that a service
class period did not meet its percentile response goal for an entire RMF
measurement interval. CPExpert reports the total transactions that ended
during the interval, the number of transactions that met the response goal,
the percentage of transactions that met the goal, and the primary and
secondary causes of response delay. Additionally, CPExpert computes the
contribution that the primary and secondary causes of delay made to the
average transaction response time.

For example, suppose that an installation specified that 90% of the
transactions should complete within 100 milliseconds for a service class
period serving CICS transactions. CPExpert might detect that only 80% of
the transactions completed within 100 milliseconds, and the performance
goal was not achieved. CPExpert would report the number of ending
transactions, the number of transactions that met the 100 millisecond goal,
and that only 80% of the transactions met the goal.

CPExpert would analyze the causes of delay to CICS transactions and
report the primary and secondary causes of delay, if the information is
available. Some subsystems may not provide detailed information about
causes of delay®. If this case, CPExpert simply lists "data not available"
under the primary and secondary causes of delay column.

“Early releases of IMS Version 5 did not correctly report transaction delays.
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The subsystem work manager (e.g., CICS) normally reports the causes of
delay to the Workload Manager, using the Workload Management Services
macros®.

In

CICS reports two separate views of the transactions: the begin _to _end
phase state and the execution phase. IMS reports only execution phase.

Begin_to_end phase. The begin_to_end phase starts when CICS has
classified the transaction®. This action normally is done in a CICS TOR
region.

Execution phase. The execution phase starts when either CICS or IMS
has started an application task to process the transaction. For CICS, this
normally is done in a CICS AOR region. For IMS, this is the IMS
Message Processing Region (MPR).

Some CICS transactions may never enter the execution phase, as the
transactions will be completely processed in the CICS TOR.
Consequently, the number of transactions completing the execution
phase may be less than the total number of CICS transactions processed
by the system.

our example of CICS transactions, the CICS subsystem work manager

would report transaction delays in the following states for the "served"
service class:

Active state. The active state indicates that there was a program
executing on behalf of the work request in the "served" transaction
service class, from the perspective of the work manager. In the case of
a CICS region, this means that a CICS task has been dispatched by
CICS to process the transaction.

However, the active state does not mean that the task is executing
from the perspective of MVS. It simply means that the task has been
dispatched by CICS. Other address spaces with a higher system
dispatching priority could preempt the task dispatched by CICS and these
other address spaces could be using the CPU. The situation in which the
CICS application task is denied use of the CPU is unknown to CICS’.

SPlease refer to Section 4 (Chapter 2.2) for a description of the interaction between subsystems and the Workload Manager.

SClassifying the transaction into a service class is actually done by the Workload Manager when CICS issues the IWMCLSY
macro. Please refer to Section 4 for a more complete discussion of the subsystem work manager (e.g., CICS) interaction with the

Workload Manager.

"The "denied CPU" state will be reported by the SRM in the CICSRGN service class, since the SRM samples control blocks for

the CICS address space.
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* Ready state. The ready state indicates that there was a program ready
to execute on behalf of a work request in the "served" service class, but
that the work manager has given priority to another work request. In the
case of a CICS region, this means that there were more CICS tasks
ready to process transactions in the "served" transaction service class
than were dispatched by CICS.

 Idle state. The idle state indicates that there were no work requests
(e.g., CICS transactions) ready to run in the service class.

» Waiting for lock. The waiting for lock state indicates that some work
request (e.g., a CICS task) was waiting for a lock.

« Waiting for 1/0. The waiting for 1/O state indicates that the work
manager was waiting for some 1/O request on behalf of the "served"
service class. This state could be waiting on an actual I/O operation or
waiting on some other function related to the I/O request.

» Waiting for conversation. The waiting for conversation state indicates
that the work manager was waiting for a response in a conversation
mode.

» Waiting for distributed request. The waiting for distributed request
state indicates that some function or data must be routed prior to
resumption of the work request.

» Waiting for session to be established locally. The waiting for session
to be established locally means a wait for a session to be established on
the current MVS image.

» Waiting for session to be established in sysplex. The waiting for
session to be established in sysplex means a wait for a session to be
established somewhere in the sysplex.

« Waiting for session to be established in network. The waiting for
session to be established in network means a wait for a session to be
established somewhere in the network.

» Waiting for timer. The waiting for timer means that a work request was
waiting for expiration of a timer.

* Waiting for another product. The waiting for another product means
that a work request was waiting for another product to provide some
service.
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» Waiting for a new latch. The waiting for a new latch means that a work
request was waiting for a new latch. A latch is a short-duration lock.

» Waiting for SSL thread. The waiting for SSL thread means that a work
request was waiting for a Secure Sockets Layer thread.

» Waiting for regular thread. The waiting for regular thread means that
a work request was waiting for a regular thread.

» Waiting for work table. The waiting for work table means that a work
request was waiting for a work table registration.

» Waiting for unidentified resource. The waiting for unidentified resource
means that the work request was waiting, but that the work manager
could not identify the cause of the wait.

The above causes of delay are analyzed by CPExpert in other rules.

Additionally, CPExpert could report that the “delay” was because the
transaction was switched to a local MVS image, switched to another system
in the sysplex, or switched to some system in the network.

C If the transaction was switched to a local MVS image, CPExpert can
perform further analysis on the information for the current system.

C If the transaction was switched to another system in the sysplex,
CPEXxpert will analyze other systems on which the service class appears.
Information will be provided about delays to the service class on these
other systems.

C If the transaction was switched to some system in the network, no
information is available in the SMF data and no further analysis can be
done.

The delays are recorded by RMF from two perspectives: (1) the
begin_to_end phase of work requests in the service class and (2) the
execution phase of work requests in the service class. CPExpert can
analyze delays to transactions from both perspectives®.

Additionally, some service classes might have begin_to_end phase data,
but might not have execution phase data. In this case (and if the basic
analysis is based on execution phase data), CPExpert will indicate “NO
EXE PHASE DATA” in the PRIMARY,SECONDARY CAUSES OF DELAY,

8A CPExpert guidance variable (the PHASE variable) in USOURCE(WLMGUIDE) controls which phase CPExpert initially
analyzes. Please refer to Section 2 for a discussion of how the PHASE guidance variable may be used to direct CPExpert's
analysis and why this guidance may be altered.
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and will provide information about the begin to _end phase. Rule WLM116
provides information for this situation.

For SMF Type 72 records related to "server" service class (e.g., a CICS
region), RMF records information identifying the service classes served by
the server service class. This information is in the "Service Class Served
Data Section" of the TYPE 72 records. If CPExpert discovers that a
"served" service class did not achieve its performance goal, CPExpert
identifies the "server" service classes that serve the service class not
achieving its performance goal.

The following example illustrates the output from Rule WLM105:

RULE WLM105:

Service Class CICADMTX did not achieve its response goal during the
measurement intervals shown below. The response goal was 75.0 percent
of the transactions completing within 0.090 seconds, with an importance
level of 3. CICADMTX was defined as a "served" Service Class (e.g.,
IMS or CICS transactions). The below causes of delay were based upon
BEGIN_TO_END PHASE samples. CICADMTX was served by CICSRGN.

MEASUREMENT INTERVAL TRANS GOAL GOAL INDX PI CAUSES OF DELAY

13:02-13:07,21JUN1994 14,326 9,463 66.1 4.00 4.00 WAIT I/0(65%) ,READY (22%)
13:07-13:12,21JUN1994 14,307 8,709 60.9 4.00 4.00 WAIT I/O0(52%) ,READY (35%)
13:12-13:17,21JUN1994 14,357 9,216 64.2 4.00 4.00 WAIT I/0(65%) ,READY (25%)
13:17-13:22,21JUN1994 14,314 8,669 60.6 4.00 4.00 WAIT I/O(40%) ,READY (51%)
13:22-13:27,21JUN1994 14,287 9,172 64.2 4.00 4.00 WAIT I/0(63%),READY (32%)
13:27-13:30,21JUN1994 8,612 5,639 65.5 4.00 4.00 WAIT I/O(65%) ,READY (29%)

SERVICE CLASS DID NOT ACHIEVE PERCENTILE RESPONSE GOAL

TRANS %
TOTAL MEETING MEETING PERF PLEX PRIMARY, SECONDARY

The information associated with Rule WLM102 is shown based on data
collected by the local system, which is the system being analyzed for
performance purposes.

CPEXxpert also computes and reports a sysplex Performance Index. The
WLM maintains both a “sysplex Performance Index” and a “local system
Performance Index.” Briefly, the WLM first examines the sysplex
Performance Index to determine whether a service class period is missing
its performance goal and whether action should be taken. After the sysplex
Performance Index is examined at a particular Goal Importance level, the
WLM then examines the local system Performance Index. Rule WLM140
explains this WLM logic in more detail, and describes the implications of the
WLM logic.
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Suggestion:

Recall that resources are allocated to "server" service classes, and these
"server" service have information relating to resources used and relating to
possible delays from a system view. After analyzing the information
described above related to the "served" service class missing its
performance goal, CPExpert analyzes the "server" service class to identify
causes of delay from a system view.

In the example of Rule WLM105, CPExpert detected that the CICSADMTX
service class did not achieve its performance goal. After analyzing the
delays from the perspective of CICS, CPExpert will analyze the delays to
the server (CICSRGN), from the perspective of the overall system.

There are no suggestions with this finding. CPExpert will continue analysis
and other rules will be produced to provide more information.
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Rule WLM106: Response time distribution for service class with average

response performance goal

Finding:

Impact:

Logic flow:

Discussion:

This rule provides information about the distribution of response times
during those intervals when the identified service class missed its
performance goal.

This finding has NO IMPACT on performance of your computer system.
The finding is provided to allow you to assess the overall performance of
service classes having an average response time performance goal.

The following rule causes this rule to be invoked:
Rule WLM101: Service Class did not achieve average response goal

For service classes with response goals, RMF includes in SMF Type 72
records a count of transactions that completed in varying percentages of the
response goal. These transaction counts are recorded by RMF as the
"Response Time Distribution Count Table" contained in SMF Type
72(Subtype 3) records. Section 4 describes the percentages recorded by
RMF;

When CPExpert produces Rule WLM101, CPExpert automatically produces
Rule WLM106 to provide a summary distribution of the response
information. The purpose of Rule WLM106 is to allow you to assess
whether the average response finding is meaningful, or whether there are
some transactions that skew the averages.

The following example illustrates the output from Rule WLM106.

In the example, notice that 0.7% of the transactions had a response of over
400% of the 0.200 second goal. The data do not show the actual response
time, but over 400% of the goal corresponds to at least 0.800 second
response (0.200 second goal * 400% = 0.800). In this example, 0.7% of
137 transactions represents only 1 transaction. Thus, 1 transaction had an
extremely long response, while most of the transactions experienced a
response of less than 50% of the goal (or less than 0.100 seconds).
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RULE WLM106: RESPONSE TIME DISTRIBUTION FOR SERVICE CLASS

Service Class TSOUSERS (Period 2) did not achieve its average response
goal during the measurement intervals shown below. The response goal
was 0.200 second average response. Average response can be misleading,
since extremes can skew the average. The below information shows the
distribution of response times:

--PERCENT COMPLETIONS RELATIVE TO GOAL--
50- 90- 100- 110- 200-
TOTAL <50% 90% 100% 110% 200% 400% >400%
MEASUREMENT INTERVAL TRANS GOAL GOAL GOAL GOAL GOAL GOAL GOAL
12:00-12:15,08N0OV1994 137 98.5 0.0 0.7 0.0 0.0 0.0 0.7

Suggestion: If you find that some transactions skewed the findings, you may wish to
consider the following alternatives:

» Since you specified an average response goal for the service class,
perhaps you can change the goal to a percentile response goal. With
a percentile goal, the Workload Manager would not be as concerned
about the few transactions that used significantly more resources and
consequently skewed the average response. Rather, the Workload
Manager would base its workload management decisions on the percent
of transactions that met the response goal.

 If you can identify the transactions, perhaps you can use Workload
Categorization to place the transactions into a different service class.
You may wish to specify a different importance and different performance
goal for this new service class.

* You can simply ignore the findings that CPExpert made associated with
this service class for the interval. You may decide that the transaction
response is an anomaly and not take any further action. In the example
shown above, only one transaction had a response significantly over the
goal. It may be unnecessary to take action based on a small number of
transactions exceeding the performance goal.
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Rule WLM107: Response time distribution for service class with percentile

response performance goal

Finding:

Impact:

Logic flow:

Discussion:

This rule provides information about the distribution of response times
during those intervals when the identified service class missed its
performance goal.

This finding has NO IMPACT on performance of your computer system.
The finding is provided to allow you to assess the overall performance of
service classes having a percentile response time performance goal.

The following rule causes this rule to be invoked:
Rule WLM102: Service Class did not achieve average response goal

For service classes with response goals, RMF includes in SMF Type 72
records a count of transactions that completed in varying percentages of the
response goal. These transaction counts are recorded by RMF as the
"Response Time Distribution Count Table" contained in SMF Type
72(Subtype 3) records. Section 4 describes the percentages recorded by
RMF.

When CPExpert produces Rule WLM102, CPExpert automatically produces
Rule WLM107 to provide a summary distribution of the response
information. The purpose of Rule WLM107 is to allow you to assess
whether the response is meaningful, or whether there are some
transactions that skew the finding.

The following example illustrates the output from Rule WLM107.

RULE WLM107: RESPONSE TIME DISTRIBUTION FOR SERVICE CLASS

Service Class TSOUSERS (Period 1) did not achieve its response goal
during the measurement intervals shown below. The response goal was
80.00 percent of the transactions completing within 0.500 seconds.
The below information shows the distribution of response times:

--PERCENT COMPLETIONS RELATIVE TO GOAL--
50- 90- 100- 110- 200-
TOTAL <50% 90% 100% 110% 200% 400% >400%
MEASUREMENT INTERVAL TRANS GOAL GOAL GOAL GOAL GOAL GOAL GOAL

10:45-11:00,07DEC1994 63 52.4 4.8 1.6 0.0 0.0 12.7 28.6
11:15-11:29,07DEC1994 32 40.6 31.3 3.1 3.1 0.0 6.3 15.6
11:29-11:30,07DEC1994 1 0.0 0.0 0.0 0.0 0.0 0.0 100.0
11:45-12:00,07DEC1994 14 64.3 0.0 7.1 0.0 7.1 14.3 7.1
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Suggestion: If you find that some transactions skewed the findings, you may wish to
consider the following alternatives:

+ In the example shown above, there seemed to be a bimodal distribution
of response: many transactions experienced a response time of less than
50% of the goal while many transactions experienced a response time of
greater than 200% of the goal.

« The bimodal distribution may indicate that the service class contains
transactions with dissimilar characteristics. In this case, perhaps you
can use Workload Categorization to place the transactions into a
different service class if you can identify the transactions.

You may wish to specify a different importance and different
performance goal for this new service class. Other findings by
CPEXxpert may bolster this conclusion if (for example) CPExpert notes
that the service class required a significant amount of CPU per
average transaction (see Rule WLM200 for a discussion of this
situation).

« The bimodal distribution may indicate that there are system problems
that cause the poor response of some transactions in the service
class.

Other service classes may interfere with the service class missing its
performance goal. This situation would typically be identified by a
subsequent finding by CPExpert that address spaces in the service
class was "denied CPU" by other address spaces' (see Rule WLM255
for a discussion of this situation).

Alternatively, CPExpert might identify DASD-related problems that
cause elongated DASD 1/O times for the transactions experiencing
excessively long response times.

C CPExpert might identify DASD disconnect (DISC) time as a likely
cause of delay (see Rule WLM355 for a discussion of this
situation). DASD disconnect time normally? is caused by missed
DASD reads (that is, the required records were not in the
controller’s cache and had to be fetched from the device).

1Address spaces in the service class could be "denied CPU" by address spaces in other service classes, by system
functions, or by address spaces in the service class itself competing with each other.

2With legacy DASD configurations (e.g., IBM-3380 devices attached to IBM-3390 controllers), DASD disconnect time is
primarily composed of seek time or missed RPS reconnect delay. Seek time or missed RPS reconnect delays often are caused by
1/0 activity by other address spaces referencing the 1/0 subsystem.
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C CPExpert might identify DASD pending (PEND) time as a likely
cause of delay (see Rule WLM356 for a discussion of this
situation).

C CPExpert might identify DASD connect (CONN) time as a likely
cause of delay (see Rule WLM357 for a discussion of this
situation).

C CPExpert might identify DASD I/O queuing in the MVS 1/O
Supervisor (I0SQ) time as a likely cause of delay (see Rule
WLM358 for a discussion of this situation).

* You can simply ignore the findings that CPExpert made associated with
this service class for the interval. You may decide that the poor
transaction response is an anomaly and not take any further action.
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Rule WLM108: Response time distribution for subsystem service class with
average response performance goal

Finding: This rule provides information about the distribution of response times
during those intervals when the identified service class missed its
performance goal. This finding applies to service classes that are part of
a subsystem (e.g., CICS transactions).

Impact: This finding has NO IMPACT on performance of your computer system.
The finding is provided to allow you to assess the overall performance of
service classes having an average response time performance goal.

Logic flow: The following rule causes this rule to be invoked:
Rule WLM104: Subsystem Service Class did not achieve average
response goal

Discussion: For service classes with response goals, RMF records in SMF Type 72
records a count of transactions that completed in varying percentages of the
response goal. These transaction counts are recorded by RMF as the
"Response Time Distribution Count Table" contained in SMF Type
72(Subtype 3) records. Section 4 describes the percentages recorded by
RMF.

When CPExpert produces Rule WLM104, CPExpert automatically produces
Rule WLM108 to provide a summary distribution of the response
information. The purpose of Rule WLM108 is to allow you to assess
whether the average response finding is meaningful, or whether there are
some transactions that skew the averages.

Suggestion: Please refer to the documentation for Rule WLM106 for additional
discussion of the distribution of response times and suggestions for
alternative actions based on the results.
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Rule WLM109: Response time distribution for subsystem service class with

percentile response performance goal

Finding:

Impact:

Logic flow:

Discussion:

Suggestion:

This rule provides information about the distribution of response times
during those intervals when the identified service class missed its
performance goal. This finding applies to service classes that are part of
a subsystem (e.g., CICS transactions).

This finding has NO IMPACT on performance of your computer system.
The finding is provided to allow you to assess the overall performance of
service classes having an average response time performance goal.

The following rule causes this rule to be invoked:
Rule WLM105: Subsystem Service Class did not achieve percentile
response goal

For service classes with response goals, RMF includes in SMF Type 72
records a count of transactions that completed in varying percentages of the
response goal. These transaction counts are recorded by RMF as the
"Response Time Distribution Count Table" contained in SMF Type
72(Subtype 3) records. Section 4 describes the percentages recorded by
RMF.

When CPExpert produces Rule WLM105, CPExpert automatically produces
Rule WLM109 to provide a summary distribution of the response
information. The purpose of Rule WLM109 is to allow you to assess
whether the average response finding is meaningful, or whether there are
some transactions that skew the averages.

Please refer to the documentation for Rule WLM107 for additional
discussion of the distribution of response times and suggestions for
alternative actions based on the results.

Rule WLM107 describes the potential of system problems that cause a
bimodal distribution of response time. The systems problems would not be
revealed by analyzing the “served” transaction service class (e.g., CICS or
IMS transactions), since these transactions do not consume resources.
Rather, the problems would be revealed by analyzing the “server” service
class (e.g., a CICS or IMS region) since the “server” service class actually
uses the resources in support of the “served” transaction service classes.
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Rule WLM110: BTE Phase samples were larger than calculated samples

Finding:

Impact:

Logic flow:

Discussion:

CPExpert has detected that the number of begin_to_end (BTE) phase
samples recorded in the SMF Type 72 records was larger than the total
number of samples that would be collected based upon the transaction
elapsed time. This finding applies only to service classes representing
transactions under CICS/ESA Version 4 or later versions of CICS.

This finding means that long-running or never-ending transactions
processed in the service class. The presence of these transactions can
distort response time calculations, particularly with standard reports
produced by RMF.

The following rules cause this rule to be invoked:
Rule WLM104:  Subsystem Service Class did not achieve average
response goal
Rule WLM105: Subsystem Service Class did not achieve percentile
response goal

CICS/ESA Version 4.1 (or later versions) reports two separate views of the
transactions: the begin_to_end phase and the execution phase’.

* Begin_to_end phase. The begin_to_end phase starts when CICS has
classified the transaction?. This action normally is done in a CICS
Terminal Owning Region (TOR).

+ Execution phase. The execution phase starts when either CICS or IMS
(Version 5 or later) has started an application task to process the
transaction. For CICS, this normally is done in a CICS Application
Owning Region (AOR). For IMS, this is done in an IMS Message
Processing Region (MPR).

Some CICS transactions may never enter the execution phase, as the
transactions will be completely processed in the CICS TOR.
Consequently, the number of transactions completing the execution
phase may be less than the total number of CICS transactions processed
by the system.

"IMS Version 5 reports only execution phase samples.

2Classifying the transaction into a service class is done by the Workload Manager when the subsystem manager issues the
IWMCLSFY macro. Please refer to Section 4 for a more complete discussion of the subsystem work manager (e.g., CICS)
interaction with the Workload Manager.
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CICS provides the System Resources Manager (SRM) with information
about the phase (begin_to_end phase or execution phase) that transactions
are in by executing the IWMMINIT ("Initialize the Monitoring Environment")
macro. The DURATION parameter of the IWMMINIT macro tells the SRM
whether the following information related to a transaction is associated with
the begin_to_end phase or with the execution phase.

The IWMMINIT macro is issued immediately after CICS has issued the
IWMCLSFY ("Assigning Incoming Work Requests to a Service Class")
macro to establish a service class for a transaction. Thus, the SRM quickly
knows (1) the service class to which a transaction belongs and (2) whether
the transaction is in its begin_to_end phase or in its execution phase.

CICS or IMS will provide the SRM with information about the state of the
transaction (active state, ready state, waiting state, etc.) by issuing the
IWMMCHST ("Change State of Work Request") macro. The SRM simply
sets bits in a status word to indicate the state of a transaction.

The SRM periodically samples the status word associated with each
transaction®, and updates counters representing the state of transactions
executing in the service class. There is a status word for the begin_to_end
phase and a status word for the execution phase, and separate sets of
counters are maintained for the various begin_to_end states and execution
states for each service class

The SRM also keeps a count of the number of samples that it takes of the |
begin_to_end phase and of the execution phase. The counts of various
samples are recorded in the "Work Manager/Resource Manager State
Section" of SMF Type 72 records.

The SRM also includes the elapsed time of transactions (R723CTET) and
the count of transactions (R723CRCP) in the SMF Type 72 records. Based

on the transaction elapsed time and transaction count, CPExpert can
compute the approximate number of samples that the SRM should take of |
the begin_to_end phase of transactions. Comparing the results of this
computation against the actual number of begin_to_end samples reveals
valuable information about the nature of the transactions.

To illustrate the computation, suppose that a single transaction were to
execute in a service class, and further suppose that the transaction elapsed
time was 1 second. During this second of elapsed time, the SRM should
take a sample every 250 milliseconds (4 samples per second), or 4 samples

SWith MVS/ESA SP5.1, the SRM takes its samples every 250 milliseconds.
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of the begin_to_end phase* of the transaction of the 1-second transaction.
If two transactions with individual elapsed times of 1 second were to
execute in the service class, the SRM should take 8 samples (1 second
average elapsed time * 2 transactions * 4 samples per second = 8).

Thus, the computation of the number of samples that the SRM should take
in any RMF measurement interval is simply the total elapsed time of
transactions, times the sampling rate. The result from this computation
should never be less than the number of samples that the SRM took of the
begin_to_end phase, since the begin_to_end phase does not start until
after the transaction has entered the system and has been classified to a
service class, and the begin_to_end phase ends before the transaction is
finally marked "ended" by the SRM.

Unfortunately, the result of the computation sometimes results in the
number of begin_to_end phase samples being larger than the samples the
SRM should take based on the elapsed time of transactions. This situation
can occur when never-ending or long-running transactions execute in the
service class.

The SRM updates the elapsed time of transactions only when the
transactions end. Suppose that a never-ending transaction executed in the
service class. The SRM would initialize the begin_to_end phase and
observe subsequent state changes in the begin to_end phase (and
perhaps in the execution phase). However, the SRM would never see the
transaction complete and thus would not update the elapsed time of the
transaction.

A similar situation occurs with long-running transactions. These
transactions can span RMF measurement intervals; the SRM would
initialize the begin_to_end phase and observe subsequent state changes
in the begin_to_end phase (and perhaps in the execution phase) in one
RMF interval. The elapsed time of the transaction might not be recorded
until a subsequent RMF interval.

These anomalies can cause response time calculations to be misleading,
as discussed in Section 4. More importantly, the Workload Manager
algorithms may be less effective if never-ending or long-running
transactions are in the same service class as interactive transactions. This
is because the Workload Manager's computation of response times may be
distorted by the long-running transactions.

4For the moment, we can ignore the time required by the SRM to assign the transaction to a CICS region, the time for the CICS
region to issue the IWMCLSFY macro, the time for the Workload Manager to classify the transaction to a service class, and the time
for the CICS TOR to issue the IWWMINIT macro. These times normally are very small.
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CPEXxpert can identify situations when the computed number of samples is
significantly different from the expected number of samples. If the
begin_to_end phase sample count is larger than the computed number of
samples, CPExpert can confidently conclude that there were long-running
or never-ending transactions executing in the service class. CPExpert
produces Rule WLM110 when the number of begin_to_end samples is
larger than the number of computed samples to advise you that long-
running or never-ending transactions executed in the service class for which
you have specified a response goal.

The following example illustrates the output from Rule WLM110:

RULE WLM110: BTE PHASE SAMPLES WERE LARGER THAN CALCULATED SAMPLES

CPExpert has detected that the BEGIN_TO_END PHASE samples recorded for
the CICUSRTX Service Class were larger than the total samples that would
be taken based on the transaction elapsed time and the sampling rate.
This means that there were long-running transactions or never-ending
transactions executing in the CICUSRTX Service Class. Please refer to
the WLM Component User Manual for a discussion of the implications of
this finding.

BEGIN TO END CALCULATED
MEASUREMENT INTERVAL PHASE SAMPLES SAMPLES
13:02-13:07,21JUN1994 4,733 103
13:07-13:12,21JUN1994 6,426 145
13:12-13:17,21JUN1994 4,844 108
13:17-13:22,21JUN1994 10,041 218
13:22-13:27,21JUN1994 4,906 108

Suggestion: CPExpert suggests that you identify the never-ending or long-running
transactions and remove them from the service class identified by Rule
WLM110. Since the CICS transactions are never-ending or long-running,
it makes no sense to have the transactions in a service class with an
interactive response goal.
IBM suggests the following guidance for CICS transactions:
* Do not mix CICS-supplied transactions with user transactions
* Do not mix routed with non-routed transactions

* Do not mix conversational with pseudo-conversational transactions

* Do not mix long-running and short-running transactions.
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Reference: CICS/ESA Version 4.1 Performance Guide
Section 2.6.3.1: Service Definitions

CICS/TS Release 1.1 Performance Guide
Section 2.6.3.1: Service Definitions

CICS/TS Release 1.2 Performance Guide
Section 2.6.3.1: Service Definitions

CICS/TS Release 1.3 Performance Guide
Section 2.5.1.7: Setting up service definitions

CICS/TS for z/OS Release 2.1 Performance Guide: Chapter 8 (Managing
Workloads - Setting up service definitions).

CICS/TS for z/OS Release 2.2 Performance Guide: Chapter 8 (Managing |
Workloads - Setting up service definitions). |
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Rule WLM111: BTE Phase IDLE sample count is large

Finding:

Impact:

Logic flow:

Discussion:

CPExpert has detected that a large percent of the begin_to_end (BTE)
phase samples were in IDLE state. This finding applies only to service
classes representing transactions under CICS/ESA Version 4 or later
versions of CICS.

This finding means that conversational transactions were processed in the
service class. The presence of these conversational transactions can
distort response time calculations and corrupt the analysis performed by
CPEXxpert.

The following rules cause this rule to be invoked:
Rule WLM104:  Subsystem Service Class did not achieve average
response goal
Rule WLM105: Subsystem Service Class did not achieve percentile
response goal

CICS/ESA Version 4.1 (or later versions) reports two separate views of the
transactions: the begin_to_end phase and the execution phase’.

* Begin_to_end phase. The begin_to_end phase starts when CICS has
classified the transaction?. This action normally is done in a CICS
Terminal Owning Region (TOR).

+ Execution phase. The execution phase starts when either CICS or IMS
(Version 5 or later) has started an application task to process the
transaction. For CICS, this normally is done in a CICS Application
Owning Region (AOR). For IMS, this is done in an IMS Message
Processing Region (MPR).

CICS provides the System Resources Manager (SRM) with information
about the phase (begin_to_end or execution) of transactions by executing
the IWMMINIT ("Initialize the Monitoring Environment") macro. The
DURATION parameter of the IWMMINIT macro tells the SRM whether the
following information related to a transaction is associated with the
begin_to_end phase or with the execution phase.

"IMS Version 5 reports only execution phase samples.

2Classifying the transaction into a service class is done by the Workload Manager when the subsystem manager issues the
IWMCLSFY macro. Please refer to Section 4 for a more complete discussion of the subsystem work manager (e.g., CICS)
interaction with the Workload Manager.
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The IWMMINIT macro is issued immediately after CICS has issued the
IWMCLSFY ("Assigning Incoming Work Requests to a Service Class")
macro to establish a service class for a transaction. Thus, the SRM quickly
knows (1) the service class to which a transaction belongs and (2) whether
the transaction is in its begin_to_end phase or in its execution phase.

CICS or IMS will provide the SRM with information about the state of the
transaction (active state, ready state, waiting state, etc.) by issuing the
IWMMCHST ("Change State of Work Request") macro. The SRM simply
sets bits in a status word to indicate the state of a transaction.

The SRM periodically samples the status word associated with each
transaction®, and updates counters representing the state of transactions
executing in the service class. There is a status word for the begin_to_end
phase and a status word for the execution phase, and separate sets of
counters are maintained for the various begin_to_end states and execution
states for each service class

One of the states reported by CICS is the IDLE state. The idle state
indicates that there were no work requests (e.g., CICS transactions) ready
to run in the service class. When the IDLE state is reported for the
begin_to_end phase, the IDLE state means that the CICS transaction is
waiting on the results from a terminal (that is, a conversational transaction
is waiting on a response from a terminal operator).

The service class being analyzed by CPExpert exceeded its performance
goal (as reported by Rule WLM104 or Rule WLM105). However, the
response for the transaction includes the time the terminal operator takes
to formulate and enter a response. Unfortunately, this response time is
included in the calculation of system response (the transaction is still active,
but it is dependent upon a terminal operator response).

Terminal operator response time normally is unpredictable and the time can
be quite lengthy, especially when compared with the normal system
response time. The terminal operator response time should not be included
in the calculation of a performance goal, since the Workload Manager
cannot manage system resources to meet the performance goal of the
service class when response time is a function of delays caused by a
terminal operator.

CPExpert produces Rule WLM111 when the IDLE samples account for
more than 25% of the number of begin_to_end samples AND when you
have directed CPExpert to analyze response delays based on the

SWith MVS/ESA SP5.1, the SRM takes its samples every 250 milliseconds.
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begin_to_end phase®. Since CPExpert is analyzing response delays based
on begin_to_end phase samples, Rule WLM111 advises you that the
analysis is significantly corrupted by the large number of IDLE samples.

The following example illustrates the output from Rule WLM111:

RULE WLM11ll: BTE PHASE IDLE SAMPLE COUNT IS LARGE
CPExpert has detected that the BEGIN_TO_END PHASE Idle samples recorded

for the CICUSRTX Service Class is quite large. This means that there were
conversational transactions executing in the | Service Class, and these
conversational transactions distort the response times. Please refer to
the WLM Component User Manual for a discussion of the implications of this
finding.

BEGIN TO END IDLE % IDLE
MEASUREMENT INTERVAL PHASE SAMPLES SAMPLES SAMPLES
13:22-13:27,21JUN1994 4,906 2,302 47.9

Suggestion: CPExpert suggests that you consider the following alternatives:

* Identify the conversational transactions and remove them for the service
class identified by Rule WLM111. Since the CICS transactions are
conversational, it makes no sense to have the transactions in a service
class with an interactive response goal.

IBM suggests the following guidance for CICS transactions:

* Do not mix CICS-supplied transactions with user transactions

+ Do not mix routed with non-routed transactions.

* Do not mix conversational with pseudo-conversational transactions
* Do not mix long-running and short-running transactions.

» Change the guidance to CPExpert such that CPExpert analyzes delays
in the execution phase of the transactions. This is done by specifying
%LET PHASE=EXECUTION; in USOURCE(WLMGUIDE). With this
specification, CPExpert will analyze delays in the execution phase and

will mostly ignore the begin_to_end phase. The begin_to_end phase
samples are relatively meaningless for this service class since such a

“That is, you had specified %LET PHASE=BEGIN_TO_END in USOURCE(WLMGUIDE).

©Copyright 1994, Computer Management Sciences, Inc. Revised: October, 2003 RUIe WLM1 1 1 3



large amount of response time was spent in IDLE state waiting on a
conversation.

Reference: CICS/ESA Version 4.1 Performance Guide
Section 2.6.3.1: Service Definitions

CICS/TS Release 1.1 Performance Guide
Section 2.6.3.1: Service Definitions

CICS/TS Release 1.2 Performance Guide
Section 2.6.3.1: Service Definitions

CICS/TS Release 1.3 Performance Guide
Section 2.5.7.1: Service Definitions

CICS/TS for z/OS Release 2.1 Performance Guide: Chapter 8 (Managing
Workloads - Setting up service definitions).

CICS/TS for z/OS Release 2.2 Performance Guide: Chapter 8 (Managing |
Workloads - Setting up service definitions). |
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Rule WLM112: BTE Phase had large number of Active plus Ready samples

Finding:

Impact:

Logic flow:

Discussion:

CPExpert has detected that a large percent of the begin_to_end (BTE)
phase samples were in the Active state or Ready state. This finding applies
only to service classes representing transactions under CICS/ESA Version
4 or later versions of CICS.

This finding means that non-routed transactions were processed in the
service class. The presence of these transactions can distort response time
calculations.

The following rules cause this rule to be invoked:
Rule WLM104:  Subsystem Service Class did not achieve average
response goal
Rule WLM105: Subsystem Service Class did not achieve percentile
response goal

CICS/ESA Version 4.1 (or later versions) reports two separate views of the
transactions: the begin_to_end phase and the execution phase’.

* Begin_to_end phase. The begin_to_end phase starts when CICS has
classified the transaction?. This action normally is done in a CICS
Terminal Owning Region (TOR).

+ Execution phase. The execution phase starts when either CICS or IMS
(Version 5 or later) has started an application task to process the
transaction. For CICS, this normally is done in a CICS Application
Owning Region (AOR). For IMS, this is done in an IMS Message
Processing Region (MPR).

CICS provides the System Resources Manager (SRM) with information
about the phase (begin_to_end or execution) of transactions by executing
the IWMMINIT ("Initialize the Monitoring Environment") macro. The
DURATION parameter of the IWMMINIT macro tells the SRM whether the
following information related to a transaction is associated with the
begin_to_end phase or with the execution phase.

"IMS Version 5 reports only execution phase samples.

2Classifying the transaction into a service class is done by the Workload Manager when the subsystem manager issues the
IWMCLSFY macro. Please refer to Section 4 for a more complete discussion of the subsystem work manager (e.g., CICS)
interaction with the Workload Manager.
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The IWMMINIT macro is issued immediately after CICS has issued the
IWMCLSFY ("Assigning Incoming Work Requests to a Service Class")
macro to establish a service class for a transaction. Thus, the SRM quickly
knows (1) the service class to which a transaction belongs and (2) whether
the transaction is in its begin_to_end phase or in its execution phase.

CICS or IMS will provide the SRM with information about the state of the
transaction (active state, ready state, waiting state, etc.) by issuing the
IWMMCHST ("Change State of Work Request") macro. The SRM simply
sets bits in a status word to indicate the state of a transaction.

The SRM periodically samples the status word associated with each
transaction®, and updates counters representing the state of transactions
executing in the service class. There is a status word for the begin_to_end
phase and a status word for the execution phase, and separate sets of
counters are maintained for the various begin_to_end states and execution
states for each service class

Included in the state reported by CICS are the times the transaction is in an
Active state and the times the transaction is in a Ready state.

» Active state. The active state indicates that there was a program
executing on behalf of the work request in the "served" service class, from
the perspective of the work manager. In the case of a CICS region, this
means that a CICS task has been dispatched by CICS to process the
transaction.

However, the active state does not mean that the task is executing
from the perspective of MVS. It simply means that the task has been
dispatched by CICS. Other address spaces with a higher system
dispatching priority could preempt the task dispatched by CICS and these
other address spaces could be using the CPU. The situation in which the
CICS application task is denied use of the CPU is unknown to CICS.

* Ready state. The ready state indicates that there was a program ready
to execute on behalf of a work request in the "served" service class, but
that the work manager has given priority to another work request. In the
case of a CICS region, this means that there were more CICS tasks
ready to execute in the "served" service class than were dispatched by
CICS.

CICS transactions typically enter the system via a CICS TOR. The
transactions receive some initial processing in the TOR and are routed to
an AOR for actual application processing. CICS signals the beginning of

SWith MVS/ESA SP5.1, the SRM takes its samples every 250 milliseconds.
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the execution phase for the transaction when the transaction is received by
the AOR.

Some transactions are not routed to an AOR, however. These transactions
are completely processed in the TOR. Since the AOR signals the beginning
of the execution phase, these transactions never enter the execution phase.
Consequently, the number of transactions completing the execution phase
may be less than the total number of CICS transactions processed by the
system.

If non-routed transactions are processed in a service class with a response
objective, the non-routed transactions can distort response time
calculations.

The service class being analyzed by CPExpert exceeded its performance
objective (as reported by Rule WLM104 or Rule WLM105). Further,
CPExpert had been directed to analyze response time based on the
execution phase®.

CPEXxpert produces Rule WLM112 when the Active samples plus Ready
samples account for more than 25% of the number of begin_to_end
samples AND when you have directed CPExpert to analyze response
delays based on the execution phase. CPExpert concludes that a large
percentage of non-routed transactions are processed in the service class
if more than 25% of the transaction samples occurred in the Active state
and Ready state of the begin_to_end phase.

Since CPExpert is analyzing response delays based on execution phase
samples, Rule WLM112 advises you that the analysis is significantly
corrupted by the large number of non-routed transactions. Further, the
Workload Manager's algorithms will be less effective if non-routed
transactions are assigned to the same service class as routed transactions.

Suggestion: CPExpert suggests that you identify the non-routed transactions and
remove them for the service class identified by Rule WLM112. Since the
CICS transactions are non-routed, they should not be included in the same
service class as routed transactions.
IBM suggests the following guidance for CICS transactions:

* Do not mix CICS-supplied transactions with user transactions

* Do not mix routed with non-routed transactions.

“That is, you had specified %LET PHASE=EXECUTION in USOURCE(WLMGUIDE).
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Reference:

* Do not mix conversational with pseudo-conversational transactions

* Do not mix long-running and short-running transactions.

CICS/ESA Version 4.1 Performance Guide
Section 2.6.3.1: Service Definitions

CICS/TS Release 1.1 Performance Guide
Section 2.6.3.1: Service Definitions

CICS/TS Release 1.2 Performance Guide
Section 2.6.3.1: Service Definitions

CICS/TS Release 1.3 Performance Guide
Section 2.5.7.1: Service Definitions

CICS/TS for z/OS Release 2.1 Performance Guide: Chapter 8 (Managing
Workloads - Setting up service definitions).

CICS/TS for z/OS Release 2.2 Performance Guide: Chapter 8 (Managing
Workloads - Setting up service definitions).
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Rule WLM113: BTE Phase samples were significantly less than total

calculated samples

Finding:

Impact:

Logic flow:

Discussion:

CPExpert has detected that the number of begin_to_end (BTE) phase
samples recorded in the SMF Type 72 records were less than the total
number of samples that would be collected based upon the transaction
elapsed time. This finding applies only to service classes representing
transactions under CICS/ESA Version 4 or later versions of CICS.

This finding means that long-running or never-ending transactions
processed were in the service class. The presence of these transactions
can distort response time calculations, particularly with standard reports
produced by RMF.

The following rules cause this rule to be invoked:
Rule WLM104: Subsystem Service Class did not achieve average
response goal
Rule WLM105: Subsystem Service Class did not achieve percentile
response goal

CICS/ESA Version 4.1 (or later versions) reports two separate views of the
transactions: the begin to_end phase and the execution phase’.

* Begin_to_end phase. The begin_to_end phase starts when CICS has
classified the transaction®?. This action normally is done in a CICS
Terminal Owning Region (TOR).

» Execution phase. The execution phase starts when either CICS or IMS
(Version 5 or later) has started an application task to process the
transaction. For CICS, this normally is done in a CICS Application
Owning Region (AOR). For IMS, this is done in an IMS Message
Processing Region (MPR).

Some CICS transactions may never enter the execution phase, as the
transactions will be completely processed in the CICS TOR. These CICS
transactions are termed "non-routed" transactions.

"IMS Version 5 reports only execution phase samples.

2Classifying the transaction into a service class is done by the Workload Manager when the subsystem manager issues the
IWMCLSFY macro. Please refer to Section 4 for a more complete discussion of the subsystem work manager (e.g., CICS)
interaction with the Workload Manager.
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Consequently, the number of transactions completing the execution phase
may be less than the total number of CICS transactions processed by the
system.

CICS provides the System Resources Manager (SRM) with information
about the phase (begin_to_end or execution) of transactions by executing
the IWMMINIT ("Initialize the Monitoring Environment") macro. The
DURATION parameter of the IWMMINIT macro tells the SRM whether the
following information related to a transaction is associated with the
begin_to_end phase or with the execution phase.

The IWMMINIT macro is issued immediately after CICS has issued the
IWMCLSFY ("Assigning Incoming Work Requests to a Service Class")
macro to establish a service class for a transaction. Thus, the SRM quickly
knows (1) the service class to which a transaction belongs and (2) whether
the transaction is in its begin_to_end phase or in its execution phase.

CICS or IMS will provide the SRM with information about the state of the
transaction (active state, ready state, waiting state, etc.) by issuing the
IWMMCHST ("Change State of Work Request") macro. The SRM simply
sets bits in a status word to indicate the state of a transaction.

The SRM periodically samples the status word associated with each
transaction®, and updates counters representing the state of transactions
executing in the service class. There is a status word for the begin_to_end
phase and a status word for the execution phase, and separate sets of
counters are maintained for the various begin_to_end states and execution
states for each service class

The SRM also keeps a count of the number of samples that it takes of the
begin_to_end phase and of the execution phase.

The counts of various samples are recorded in the "Work
Manager/Resource Manager State Section" of SMF Type 72 records.

The SRM also includes the elapsed time of transactions (R723CTET) and
the count of transactions (R723CRCP) in the SMF Type 72 records. Based
on the transaction elapsed time and transaction count, CPExpert can
compute the approximate number of samples that the SRM should take of
the begin_to_end phase of transactions. Comparing the results of this
computation against the actual number of begin_to_end samples reveals
valuable information about the nature of the transactions.

SWith MVS/ESA SP5.1, the SRM takes its samples every 250 milliseconds.
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To illustrate the computation, suppose that a single transaction were to
execute in a service class, and further suppose that the transaction elapsed
time was 1 second. During this second of elapsed time, the SRM should
take a sample every 250 milliseconds (4 samples per second), or 4 samples
of the begin_to_end phase* of the transaction of the 1-second transaction.
If two transactions with individual elapsed times of 1 second were to
execute in the service class, the SRM should take 8 samples (1 second
average elapsed time * 2 transactions * 4 samples per second = 8).

Thus, the computation of the number of samples that the SRM should take
in any RMF measurement interval is simply the total elapsed time of
transactions, times the sampling rate. The result from this computation
should never be less than the number of samples that the SRM took of the
begin_to_end phase, since the begin_to_end phase does not start until
after the transaction has entered the system and has been classified to a
service class, and the begin_to_end phase ends before the transaction is
finally marked "ended" by the SRM.

Unfortunately, the result of the computation sometimes results in the
number of begin_to_end phase samples being larger than the samples the
SRM should take based on the elapsed time of transactions. This situation
can occur when never-ending or long-running transactions execute in the
service class.

The SRM updates the elapsed time of transactions only when the
transactions end. Suppose that a never-ending transaction executed in the
service class. The SRM would initialize the begin_to_end phase and
observe subsequent state changes in the begin to _end phase (and
perhaps in the execution phase). However, the SRM would never see the
transaction complete and thus would not update the elapsed time of the
transaction.

A similar situation occurs with long-running transactions. These
transactions can span RMF measurement intervals; the SRM would
initialize the begin_to_end phase and observe subsequent state changes
in the begin_to_end phase (and perhaps in the execution phase) in one
RMF interval. The elapsed time of the transaction might not be recorded
until a subsequent RMF interval.

These anomalies can cause response time calculations to be misleading,
as discussed in Section 4. More importantly, the Workload Manager
algorithms may be less effective if never-ending or long-running
transactions are in the same service class as interactive transactions. This

4For the moment, we can ignore the time required by the SRM to assign the transaction to a CICS region, the time for the CICS
region to issue the IWMCLSFY macro, the time for the Workload Manager to classify the transaction to a service class, and the time
for the CICS TOR to issue the IWWMINIT macro. These times normally are very small.
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Suggestion:

Reference:

is because the Workload Manager's computation of response times may be
distorted by the long-running transactions.

CPEXxpert can identify situations when the computed number of samples is
significantly different from the expected number of samples. If the
begin_to_end phase sample count is significantly less than the computed
number of samples, CPExpert can confidently conclude that there were
long-running transactions executing in the service class, and that the long-
running transactions ended in the RMF measurement interval being
analyzed.

CPExpert produces Rule WLM113 when the number of begin_to _end
samples is less than 50% of the number of computed samples®. Rule

WLM113 advises you that long-running transactions executed in the service
class for which you have specified a response goal.

CPExpert suggests that you identify the long-running transactions and
remove them for the service class identified by Rule WLM110. Since the
CICS transactions are long-running, it makes no sense to have the
transactions in a service class with an interactive response goal.

IBM suggests the following guidance for CICS transactions:

* Do not mix CICS-supplied transactions with user transactions

* Do not mix routed with non-routed transactions

* Do not mix conversational with pseudo-conversational transactions

* Do not mix long-running and short-running transactions.

CICS/ESA Version 4.1 Performance Guide

Section 2.6.3.1: Service Definitions

CICS/TS Release 1.1 Performance Guide
Section 2.6.3.1: Service Definitions

CICS/TS Release 1.2 Performance Guide
Section 2.6.3.1: Service Definitions

SActually, the 50% value may be overly generous. As mentioned in Footnote 4, the delay between the time MVS recognizes a
transaction and the begin_to_end phase begins should be quite small. It is possible that CPExpert may use some much larger
value (e.g., 90%) in the future. On the other hand, long-running transactions will likely have a significant effect on analysis and
probably will be identified with the 50% value.
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CICS/TS Release 1.3 Performance Guide
Section 2.5.7.1: Service Definitions

CICS/TS for z/OS Release 2.1 Performance Guide: Chapter 8 (Managing
Workloads - Setting up service definitions).

CICS/TS for z/OS Release 2.2 Performance Guide: Chapter 8 (Managing |
Workloads - Setting up service definitions). |
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Rule WLM114: BTE Phase had large number of Ready samples

Finding:

Impact:

Logic flow:

Discussion:

CPExpert has detected that a large percent of the begin_to_end (BTE)
phase samples were in the Ready state. This finding applies only to service
classes representing transactions under CICS/ESA Version 4 or later
versions of CICS.

This finding means that CICS transactions were waiting for dispatch in the
Transaction Owning Region but were not dispatched by CICS.

The following rules cause this rule to be invoked:
Rule WLM104:  Subsystem Service Class did not achieve average
response goal
Rule WLM105: Subsystem Service Class did not achieve percentile
response goal

CICS/ESA Version 4.1 (or later versions) reports two separate views of the
transactions: the begin_to_end phase and the execution phase’.

* Begin_to_end phase. The begin_to_end phase starts when CICS has
classified the transaction?. This action normally is done in a CICS
Terminal Owning Region (TOR).

+ Execution phase. The execution phase starts when either CICS or IMS
(Version 5 or later) has started an application task to process the
transaction. For CICS, this normally is done in a CICS Application
Owning Region (AOR). For IMS, this is done in an IMS Message
Processing Region (MPR).

CICS provides the System Resources Manager (SRM) with information
about the phase (begin_to_end or execution) of transactions by executing
the IWMMINIT ("Initialize the Monitoring Environment") macro. The
DURATION parameter of the IWMMINIT macro tells the SRM whether the
following information related to a transaction is associated with the
begin_to_end phase or with the execution phase.

"IMS Version 5 reports only execution phase samples.

2Classifying the transaction into a service class is done by the Workload Manager when the subsystem manager issues the
IWMCLSFY macro. Please refer to Section 4 for a more complete discussion of the subsystem work manager (e.g., CICS)
interaction with the Workload Manager.
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The IWMMINIT macro is issued immediately after CICS has issued the
IWMCLSFY ("Assigning Incoming Work Requests to a Service Class")
macro to establish a service class for a transaction. Thus, the SRM quickly
knows (1) the service class to which a transaction belongs and (2) whether
the transaction is in its begin_to_end phase or in its execution phase.

CICS or IMS will provide the SRM with information about the state of the
transaction (active state, ready state, waiting state, etc.) by issuing the
IWMMCHST ("Change State of Work Request") macro. The SRM simply
sets bits in a status word to indicate the state of a transaction.

The SRM periodically samples the status word associated with each
transaction®, and updates counters representing the state of transactions
executing in the service class. There is a status word for the begin_to_end
phase and a status word for the execution phase, and separate sets of
counters are maintained for the various begin_to_end states and execution
states for each service class

Included in the state reported by CICS are the times the transaction is in a
Ready state. The Ready state indicates that there was a program ready to
execute on behalf of a work request in the "served" service class, but that
the work manager has given priority to another work request. In the case
of a CICS region, this means that there were more CICS tasks ready to
execute in the "served" service class than were dispatched by CICS.

CICS transactions typically enter the system via a CICS TOR. The
transactions receive some initial processing in the TOR and are routed to
an AOR for actual application processing. CICS signals the beginning of
the execution phase for the transaction when the transaction is received by
the AOR.

Some transactions are not routed to an AOR, however. These transactions
are completely processed in the TOR. Since the AOR signals the beginning
of the execution phase, these transactions never enter the execution phase.

The service class being analyzed by CPExpert exceeded its performance
objective (as reported by Rule WLM104 or Rule WLM105). Further,
CPExpert had been directed to analyze response time based on the
begin_to_end phase”.

CPEXxpert produces Rule WLM114 when the Ready samples account for
more than 25% of the number of begin_to_end samples AND when you
have directed CPExpert to analyze response delays based on the

SWith MVS/ESA SP5.1, the SRM takes its samples every 250 milliseconds.

“That is, you had specified %LET PHASE=BEGIN_TO_END in USOURCE(WLMGUIDE).
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Suggestion:

Reference:

begin_to_end phase. CPExpert concludes that a large percentage of non-
routed transactions are processed in the service class if more than 25% of
the transaction samples occurred in the Ready state of the begin_to_end
phase.

This means that CICS tasks were waiting dispatch in the TOR, but could not
be dispatched because (1) the CICS TOR was denied access to a CPU
because its MVS dispatching priority was not high enough or (2) the CICS
TOR was processing other CICS tasks.

The following example illustrates the output from Rule WLM114:

RULE WLM114: BTE PHASE HAD LARGE READY SAMPLES

CPExpert has detected that a large number of BEGIN TO_END PHASE Ready
samples were recorded for the CICS Service Class. These Ready tasks
would be shown as "Dispatchable" by the CEMT INQUIRE TASK command.

This means that CICS tasks were waiting dispatch in the TOR, but could
not be dispatched because (1) the CICS TOR was denied access to a CPU
because its MVS dispatching priority was not high enough or (2) the CICS
TOR was processing other CICS tasks. Please refer to Rule WLM11l4 in the
WLM Component User Manual for alternatives to correct the situation. This
finding applies to the following RMF measurement intervals:

BEGIN TO END READY ACTIVE
MEASUREMENT INTERVAL PHASE SAMPLES SAMPLES SAMPLES
10:00-10:30,26MAR1996 511,574 209,486 7,238
10:30-11:00,26MAR1996 513,461 289,929 6,895

CPEXxpert suggests that you consider the following alternatives:

* The CICS TOR was denied access to a CPU. Please refer to Rule
WLM250 for a discussion and alternatives when a service class is denied
access to a CPU.

* The CICS TOR was processing other CICS tasks. Please refer to Rule
WLM121 for a discussion and alternatives when the CICS TOR was
processing other CICS tasks.

CICS/ESA Version 4.1 Performance Guide
Section 2.6.3.1: Service Definitions

CICS/TS Release 1.1 Performance Guide
Section 2.6.3.1: Service Definitions

CICS/TS Release 1.2 Performance Guide
Section 2.6.3.1: Service Definitions
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CICS/TS Release 1.3 Performance Guide
Section 2.5.7.1: Service Definitions

CICS/TS for z/OS Release 2.1 Performance Guide: Chapter 8 (Managing
Workloads - Setting up service definitions).

CICS/TS for z/OS Release 2.2 Performance Guide: Chapter 8 (Managing |
Workloads - Setting up service definitions). |
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Rule WLM115: Service class did not have Begin_to_end samples

Finding:

Impact:

Logic flow:

Discussion:

CPExpert has detected that a large percent of the begin_to_end (BTE)
phase samples were in the Ready state. This finding applies only to service
classes representing transactions under CICS/ESA Version 4 or later
versions of CICS.

This finding means that CICS transactions were waiting for dispatch in the
Transaction Owning Region but were not dispatched by CICS.

The following rules cause this rule to be invoked:
Rule WLM104:  Subsystem Service Class did not achieve average
response goal
Rule WLM105: Subsystem Service Class did not achieve percentile
response goal

CICS/ESA Version 4.1 (or later versions) reports two separate views of the
transactions: the begin_to_end phase and the execution phase’.

* Begin_to_end phase. The begin_to_end phase starts when CICS has
classified the transaction?. This action normally is done in a CICS
Terminal Owning Region (TOR).

+ Execution phase. The execution phase starts when either CICS or IMS
(Version 5 or later) has started an application task to process the
transaction. For CICS, this normally is done in a CICS Application
Owning Region (AOR). For IMS, this is done in an IMS Message
Processing Region (MPR).

CICS transactions typically enter the system via a CICS TOR. The
transactions receive some initial processing in the TOR and are routed to
an AOR for actual application processing. CICS signals the beginning of
the execution phase for the transaction when the transaction is received by
the AOR.

The AOR to which the transaction is routed can reside on the system on
which the TOR resides, or the AOR can reside on another system in the

"IMS Version 5 reports only execution phase samples.

2Classifying the transaction into a service class is done by the Workload Manager when the subsystem manager issues the
IWMCLSFY macro. Please refer to Section 4 for a more complete discussion of the subsystem work manager (e.g., CICS)
interaction with the Workload Manager.
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sysplex. If the AOR resides on the same system as the TOR, SMF data on
the system will reflect both the begin_to_end phase information and the
execution phase information. However, if the AOR resides on a different
system in the sysplex, SMF data from that system will not reflect
begin_to_end phase information for the transaction.

CPEXxpert detected that a transaction service class exceeded its response
goal on at least one system in the sysplex being analyzed. However, there
were no begin_to_end samples describing the service class on the local
system. Consequently, CPExpert analyzes the Execution Phase on the
local system. CPExpert produces delay-related information based on the
Execution Phase, and produces delay-related information for the server(s)
on the local system providing service to the transaction service class.

CPEXxpert produces Rule WLM115 to provide information about the delays
on the local system. The following example illustrates the output from Rule
WLM115:

RULE WLM115: SERVICE CLASS DID NOT HAVE BEGIN TO_END PHASE SAMPLES

CICS is a "served" Service Class (e.g., IMS or CICS transactions).
However, this service class did not have any Begin_ to_End samples on
System J80, while the service class had a number of ended transactions
in the Execution Phase. Further, the CICS Service Class missed its
performance goal on at least one other system. CPExpert assumes that
the transactions have been shipped from another system to System J80.
CPExpert analyzed delays to the CICS Service Class for measurement
intervals in which the service class missed its performance goal on
another system. CICS was served by CICSRGN.

TOTAL AVERAGE TIME IN PRIMARY , SECONDARY
MEASUREMENT INTERVAL TRANS EXECUTION PHASE CAUSES OF DELAY
13:00-13:30,26MAR1996 87,239 0.711 ACTIVE (44%) ,WAIT I/0(38%)

Suggestion: There are no suggestions with this finding. CPExpert will continue analysis
and other rules may be produced to provide more information. Please refer
to Rule WLM104 or Rule WLM105 for information about the causes of delay
to the subsystem transaction service classes.

Reference: CICS/ESA Version 4.1 Performance Guide
Section 2.6.3.1: Service Definitions

CICS/TS Release 1.1 Performance Guide
Section 2.6.3.1: Service Definitions

CICS/TS Release 1.2 Performance Guide
Section 2.6.3.1: Service Definitions
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CICS/TS Release 1.3 Performance Guide
Section 2.5.7.1: Service Definitions

CICS/TS for z/OS Release 2.1 Performance Guide: Chapter 8 (Managing
Workloads - Setting up service definitions).

CICS/TS for z/OS Release 2.2 Performance Guide: Chapter 8 (Managing |
Workloads - Setting up service definitions). |
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Rule WLM116: Execution Phase samples did not exist in SMF data

Finding:

Impact:

Logic flow:

Discussion:

CPExpert has detected that there were no Work Manager/Resource
Manager sample in the Execution Phase. This finding applies only to
service classes representing transactions under CICS/ESA Version 4 or
later versions of CICS.

This finding means that all service class activity for the indicated RMF
intervals took place in the Begin_to_end phase.

The following rules cause this rule to be invoked:
Rule WLM104:  Subsystem Service Class did not achieve average
response goal
Rule WLM105: Subsystem Service Class did not achieve percentile
response goal

CICS/ESA Version 4.1 (or later versions) reports two separate views of the
transactions: the begin_to_end phase and the execution phase’.

* Begin_to_end phase. The begin_to_end phase starts when CICS has
classified the transaction?. This action normally is done in a CICS
Terminal Owning Region (TOR).

+ Execution phase. The execution phase starts when either CICS or IMS
(Version 5 or later) has started an application task to process the
transaction. For CICS, this normally is done in a CICS Application
Owning Region (AOR). For IMS, this is done in an IMS Message
Processing Region (MPR).

The SRM periodically samples the status word associated with each
transaction®, and updates counters representing the state of transactions
executing in the service class. There is a status word for the begin_to_end
phase and a status word for the execution phase, and separate sets of
counters are maintained for the various begin_to_end states and execution
states for each service class The result of the sampling is recorded in SMF
Type 72 records, as the Work Manager/Resource Manager section. There

"IMS Version 5 reports only execution phase samples.

2Classifying the transaction into a service class is done by the Workload Manager when the subsystem manager issues the
IWMCLSFY macro. Please refer to Section 4 for a more complete discussion of the subsystem work manager (e.g., CICS)
interaction with the Workload Manager.

SWith MVS/ESA SP5.1, the SRM takes its samples every 250 milliseconds.
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are separate record sections for the Begin to_end phase and the
Execution phase.

The service class being analyzed by CPExpert did not meet its performance
goal (as reported by Rule WLM104 or Rule WLM105). However, the SMF
data did not contain samples in the Execution phase section of the Work
Manager/Resource Manager information.

CPExpert produces Rule WLM116 when analyzing performance of the
service class from the perspective of Execution phase, and there were no
Execution phase samples. Since CPExpert is analyzing response delays
based on Execution phase samples, Rule WLM116 advises you that the
analysis cannot be performed because there were no Execution phase
samples. Rule WLM116 provides information about transactions ending in
the Begin_to_end phase, and a distribution of the percent of samples that
were in each major state.

The following example illustrates the output from Rule WLM105, leading to
Rule WLM116:

RULE WLM105: SERVICE CLASS DID NOT ACHIEVE PERCENTILE RESPONSE GOAL

CICSCONV: Service class did not achieve its response goal during the
measurement intervals shown below. The response goal was 90.00 percent
of the transactions completing within 1.000 seconds, with an importance
level of 3. CICSCONV was defined as a "served" Service Class (e.g.,
IMS or CICS transactions). The below causes of delay were based upon
local Execution Phase samples.

CICSCONV was served by CICSRGN

TRANS %
TOTAL MEETING MEETING PERF PLEX PRIMARY, SECOND
MEASUREMENT INTERVAL TRANS GOAL GOAL INDX PI CAUSE OF DELAY
11:45-12:00,18MAR1998 81 0 0.0 4.00 4.00 NO EXE PHASE SAMPLES
12:00-12:15,18MAR1998 89 1 1.1 4.00 4.00 NO EXE PHASE SAMPLES

RULE WLM116: SERVICE CLASS DID NOT HAVE EXECUTION PHASE SAMPLES

CICSCONV is a "served" Service Class (e.g., IMS or CICS transactions).
However, this service class did not have any Execution Phase samples
on System J80 during the intervals shown below. The below information
shows the total samples collected and the distribution of samples in
the Begin_to_ End Phase for CICSCONV:

TOTAL TOTAL ------ PERCENT OF SAMPLES-------
MEASUREMENT INTERVAL TRANS SAMPLES IDLE READY ACTIVE WAIT SWITCHED
11:45-12:00,18MAR1998 2,317 81 99.7 0.1 0.3 0.0 0.0
12:00-12:15,18MAR1998 3,056 89 99.9 0.0 0.1 0.0 0.0
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Suggestion: The situation in which a transaction service class misses its performance

Reference:

goal, but there are no Execution phase samples normally is caused by the
following situations:

C Transactions in the service class on the system being analyzed complete

in the Begin_to_end phase, and they are not shipped to an AOR. These
transactions commonly are CICS system transactions. The example
shown above illustrates this situation. Note that a relatively small number
of transactions completed execution, and that the transactions were Idle
during a large percent of the samples. In such cases, you may wish to
ignore  CPExpert's finding, or change the guidance in
USOURCE(WLMGUIDE) to exclude the service class from analysis.

At present, CPExpert does no further analysis of the Begin_to_end phase
delays. This design is because all situations encountered had (1) few
transactions involved, and (2) most of the samples were in Idle state.
Please call if you encounter situations that you feel should be analyzed
further.

All transactions in the service class being analyzed are shipped to
another system in the sysplex.

In this situation, CPExpert will “set a flag” and analyze Execution phase
activity for the service class on other systems in the sysplex.

All transactions in the service class being analyzed are shipped
somewhere in the network.

In this situation, no further information is available in SMF, and no further
analysis can be done.

CICS/ESA Version 4.1 Performance Guide

Section 2.6.3.1: Service Definitions

CICS/TS Release 1.1 Performance Guide

Section 2.6.3.1: Service Definitions

CICS/TS Release 1.2 Performance Guide

Section 2.6.3.1: Service Definitions

CICS/TS Release 1.3 Performance Guide

Section 2.5.7.1: Service Definitions
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CICS/TS for z/OS Release 2.1 Performance Guide: Chapter 8 (Managing
Workloads - Setting up service definitions).

|
CICS/TS for z/OS Release 2.2 Performance Guide: Chapter 8 (Managing |

Workloads - Setting up service definitions). |
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Rule WLM119: Work Manager did not collect data for service class

Finding: The subsystem work manager did not collect delay data for the service
classes "served" by the work manager. This finding applies to service
classes that are part of a subsystem (e.g., IMS transactions).

Impact: This finding has NO IMPACT on performance of your computer system.
The finding is provided simply to explain why CPExpert cannot analyze
delay information for the "served" service class that has missed its service
goal.

Logic flow: The following rules cause this rule to be invoked:
Rule WLM104:  Subsystem Service Class did not achieve average
response goal
Rule WLM105: Subsystem Service Class did not achieve percentile
response goal

Discussion: When CPExpert produces Rule WLM104 or Rule WLM105, the logic of
these rules tries to identify the cause of the delay, from the "served" service
class view.

If the subsystem supports work manager delay reporting, the information is
available in the "Work Manager/Resource Manger State Section" of SMF
Type 72 (Subtype 3) records.

If the subsystem does not support work manager delay reporting, the
information is not available, and CPExpert cannot identify the cause of the
delay.

The following example illustrates the output from Rule WLM119:

RULE WLM119: WORK MANAGER DID NOT COLLECT DATA FOR SERVICE CLASS

The subsystem work manager did not collect delay data for the IMS
Service Class. Consequently, detailed data about transaction delays
is not available for CPExpert to analyze. CPExpert will analyze the
"server" Service Class data in an attempt to identify why IMS did
not meet its service goal.

©Copyright 1994, Computer Management Sciences, Inc. Revised: October, 2003 RUIe WLM1 1 9.1



Suggestion: There are no suggestions with this finding, since it simply explains why
CPEXxpert cannot provide primary and secondary causes of delay for the
service class missing its service goal. CPExpert will analyze the "server"
service class and other rules will be produced to provide more information.
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Rule WLM120: Significant transaction time was in Active state

Finding:

Impact:

Logic flow:

Discussion:

A significant amount of the transaction response time for the service class
missing its performance goal was spent in the Active state. This finding
applies to service classes that are part of a subsystem (e.g., CICS
transactions).

This finding has a MEDIUM IMPACT or HIGH IMPACT on performance of
the service class. The level of impact depends on the percent of
transaction response time spent in the Active state.

The following rules cause this rule to be invoked:
Rule WLM104:  Subsystem Service Class did not achieve average
response goal
Rule WLM105: Subsystem Service Class did not achieve percentile
response goal

When CPExpert produces Rule WLM104 or Rule WLM105 to indicate that
a subsystem service class did not achieve its performance goal, the logic
of these rules tries to identify the cause of the delay. The cause of the
delay initially is analyzed from the "served" service class view. The delays
from the served service class are reported by CICS (with CICS/ESA
Version 4.1 or later) or by IMS (with IMS Version 5 or alter) interaction with
the Workload Manager. These subsystems use the Workload Management
Services macros’ to provide the interaction.

CICS reports two separate views of the transactions: the begin_to_end
phase and the execution phase?.

* Begin_to_end phase. The begin_to_end phase starts when CICS has
classified the transaction®. This action normally is done in a CICS
Terminal Owning Region (TOR).

» Execution phase. The execution phase starts when either CICS or IMS
has started an application task to process the transaction. For CICS, this

"Please refer to Section 4 of this document for more detail about the Workload Management Services macros and how the
subsystems use these macros to exchange information with the Workload Manager.

2IMS Version 5 reports only execution phase samples.

3Classifying the transaction into a service class is actually done by the Workload Manager when CICS issues the INMCLSFY
macro. Please refer to Section 4 for a more complete discussion of the subsystem work manager (e.g., CICS) interaction with the

Workload Manager.
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normally is done in a CICS Application Owning Region (AOR). For IMS,
this is done in an IMS Message Processing Region (MPR).

Within each phase, CICS or IMS report the "state" of the transaction, from
the view of CICS or IMS. The state of the transaction is reported in the
following categories*:

Idle state. (Both CICS and IMS report this state.

Ready state. Only CICS reports this state.

Active state. Both CICS and IMS report this state.

Wait state. Both CICS and IMS report this state, but IMS provides only |
Wait for 1/O state and Wait for Lock state. |

Switched state. Only CICS reports this state. |

If the subsystem supports work manager delay reporting, the delay
information is available in the "Work Manager/Resource Manger State
Section" of SMF Type 72 (Subtype 3) records. When a transaction service
class fails to achieve its performance goal, CPExpert analyzes the
information to identify the primary and secondary causes of delay.

CPExpert produces Rule WLM120 when the primary or secondary cause
of delay was that the transaction service class was in the Active state for a
significant percent of its response time.

The Active state indicates that a task was executing on behalf of the
transaction, from the perspective of CICS or IMS. This last phrase is in
bold to indicate that the information is only from the perspective of CICS or
IMS.

The transaction is not active, of course, even though the Active state is
reported for the transaction service class. The actual "Active state" is the
state of the task associated with the transaction. For CICS transactions,
this is the time accounted for by tasks executing in the CICS region. These
tasks would be shown as "Running" by the CEMT INQUIRE TASK
command.

The fact that CICS reports "Active" state does not mean that the CICS

or IMS programs are actually processing the transaction. MVS |
allocates CPU cycles based on dispatching priority, and the CICS or IMS |
region may be denied access to a CPU.

“Please refer to Section 4 of this document for a more comprehensive discussion of the transaction states and the interaction
between the subsystem (CICS or IMS) and the Workload Manager.
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Suggestion:

CICS might have dispatched a task from the dispatch queue, and a
Message Processing Region might have been assigned to process the
transaction. However, the task could be preempted by other address
spaces outside of CICS or IMS.

For example, an address space with a higher dispatching priority could have
preempted CICS. Consequently, CICS could be waiting for access to a
CPU and not actually executing, although the CICS region would have
reported to the Workload Manager that the transaction was in Active state.

The following example illustrates the output from Rule WLM120:

RULE WLM120: SIGNIFICANT TRANSACTION TIME WAS IN ACTIVE STATE

A significant amount of the transaction response time for CICSAMP Service
Class was spent in the Active State. For CICS transactions, this is the
time accounted for by tasks executing in the CICS region. These tasks
would be shown as "Running" by the CEMT INQUIRE TASK command. The fact
that CICS reports "Active" state does not mean that the CICS programs

are actually processing the transaction, however. MVS allocates CPU
cycles based on dispatching priority, and the CICS region may be denied
access to a CPU. CPExpert will analyze the CICS regions to determine
whether the regions were denied access to a CPU.

There are no suggestions directly associated with this finding. The tasks
supporting the transaction service class are active from the perspective of
CICS or IMS. Actions to improve performance depend upon whether the
server service class is actually using the CPU or whether the server service
class is denied use of the CPU.

» Using the CPU. If the server service class is primarily using the CPU,
actions could be taken to optimize application code of the tasks serving
the transactions. These actions should reduce the CPU requirements of
the code. Alternatively, performance improvement actions could include
increasing the CPU capacity by acquiring a faster processor.

* Denied use of the CPU. If the server service class is denied use of the
CPU, actions could be taken to increase the relative CPU dispatching
priority of the server service class.

In Goal Mode, users cannot specify a dispatching priority for address
spaces or service classes. The Workload Manager adjusts dispatching
priority based upon the importance of performance goals associated with
the service class and based on whether the service class is meeting its
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performance goal. By definition, the service class identified by this rule
is not meeting its performance goal.

Consequently, a user can affect the relative CPU dispatching priority only
by (1) increasing the goal importance of the transaction service class or
(2) decreasing the goal importance of other service classes.

CPEXxpert will analyze the "server" service class to determine whether the
server (e.g., the CICS region) was using the CPU, or whether the server
was denied access to the CPU. As a result of CPExpert's analysis, other
rules may be produced to provide more information.
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Rule WLM121: Significant transaction time was in Ready state

Finding:

Impact:

Logic flow:

Discussion:

A significant amount of the transaction response time for the service class
missing its performance goal was spent in the Ready state. This finding
applies to service classes that are part of a subsystem (e.g., CICS
transactions).

This finding has a MEDIUM IMPACT or HIGH IMPACT on performance of
the service class. The level of impact depends on the percent of
transaction response time spent in the Ready state.

The following rules cause this rule to be invoked:
Rule WLM104:  Subsystem Service Class did not achieve average
response goal
Rule WLM105: Subsystem Service Class did not achieve percentile
response goal

When CPExpert produces Rule WLM104 or Rule WLM105 to indicate that
a subsystem service class did not achieve its performance goal, the logic
of these rules tries to identify the cause of the delay. The cause of the
delay initially is analyzed from the "served" service class view. The delays
from the served service class are reported by CICS (with CICS/ESA
Version 4.1 and later) or by IMS (with IMSVersion 5 or later). Interaction
with the Workload Manager is accomplished using the Workload
Management Services macros’.

CICS reports two separate views of the transactions: the begin_to_end
phase and the execution phase?.

* Begin_to_end phase. The begin_to_end phase starts when CICS has
classified the transaction®. This action normally is done in a CICS
Terminal Owning Region (TOR).

+ Execution phase. The execution phase starts when either CICS or IMS
(Version 5 or later) has started an application task to process the

"Please refer to Section 4 of this document for more detail about the Workload Management Services macros and how the
subsystems use these macros to exchange information with the Workload Manager.

2IMS Version 5 reports only execution phase samples.

3Classifying the transaction into a service class is done by the Workload Manager when the subsystem manager issues the
IWMCLSFY macro. Please refer to Section 4 for a more complete discussion of the subsystem work manager (e.g., CICS)
interaction with the Workload Manager.
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transaction. For CICS, this normally is done in a CICS Application
Owning Region (AOR). For IMS, this is done in an IMS Message
Processing Region (MPR).

Within each phase, CICS or IMS report the "state" of the transaction, from
the view of CICS or IMS. The state of the transaction is reported in the
following categories*:

* Idle state. (Both CICS and IMS report this state.

* Ready state. Only CICS reports this state.

Active state. Both CICS and IMS report this state.

Wait state. Both CICS and IMS report this state, but IMS provides only
Wait for 1/O state and Wait for Lock state.

Switched state. Only CICS reports this state.

If the subsystem supports work manager delay reporting, the delay
information is available in the "Work Manager/Resource Manger State
Section" of SMF Type 72 (Subtype 3) records. When a transaction service
class fails to achieve its performance goal, CPExpert analyzes the
information to identify the primary and secondary causes of delay.

CPExpert produces Rule WLM121 when the primary or secondary cause
of delay was that the transaction service class was in the Ready state for
a significant percent of its response time. The Ready state indicates that
a task associated with the transaction was ready to execute, but was not
selected by the work manager.

For CICS transactions, this is the time accounted for by tasks executing in
the CICS region. These tasks would be shown as "Dispatchable" by the
CEMT INQUIRE TASK command.

The following example illustrates the output from Rule WLM121:

“Please refer to Section 4 of this document for a more comprehensive discussion of the transaction states and the interaction
between the subsystem (CICS or IMS) and the Workload Manager.
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RULE WLM121l: SIGNIFICANT TRANSACTION TIME WAS IN READY STATE

A significant amount of the transaction response time for CICUSRTX Service
Class was spent in the Ready State. For CICS transactions, this is the
time accounted for by tasks that were not executing in the CICS region,
but that were ready to be dispatched. The tasks were not dispatched
because CICS had given priority to another task. These tasks would be
shown as "Dispatchable" by the CEMT INQUIRE TASK command. If this

finding is consistently made for an important service class, you may

wish to consider (1) investigating the long-running tasks that ARE

being dispatched, (2) adjusting the priority which CICS gives to tasks,

or (3) adding another CICS region to reduce the Ready time.

Suggestion: CPExpert suggests that you verify the performance goals specified for the
transaction service class that has missed its performance goal.

If the performance goals for the transaction service class represent your
management objectives, CPExpert suggests that you consider the following
alternatives:

C Review CICS task prioritization. The task supporting the transaction
service class that missed its performance goal was waiting for dispatch
within the CICS region, since the CPExpert determined that the tasks
spent a significant amount of time in the Ready state. One way to
improve the response of important transactions is to give specific tasks
preference in being dispatched by CICS.

Dispatching priority of tasks within a CICS region® is specified in three
ways: (1) priority by terminal in the CEDA TERMINAL definition (the
value of the TERMPRIORITY keyword), (2) priority by transaction in the
CEDA TRANSACTION definition (the value of the PRIORITY keyword),
and (3) priority by operator in the signon table (the value of the OPRTY
keyword in the SNT). Additionally, the three priorities can be specified via
the CEMT command. The overall priority is determined by summing the
priorities in the three definitions for each task, with a maximum resulting
priority of 255.

CICS maintains a dispatch queue of tasks that are ready to execute. The
dispatch queue is ordered by priority, and CICS selects tasks from the top
of the queue to dispatch. If task prioritization is not implemented, tasks
are placed on the bottom of the queue as they become ready to execute.
Thus, CICS selects tasks for dispatching in the order in which the tasks
becomes ready to execute.

The dispatching priority within a CICS region has no relationship to the dispatching priority from the perspective of MVS. The
dispatching priority within the CICS region controls the order in which tasks are placed onto the dispatching queue in the region.

©Copyright 1994, Computer Management Sciences, Inc. Revised: October, 2003 Ru Ie WLM1 21 3



If task prioritization is implemented, a task that becomes ready to execute
is placed on the queue based on its priority. A high priority task becoming
ready to execute is placed on the queue ahead of all lower priority tasks,
but below tasks at the same priority. The following figure illustrates the
placement of tasks on the queue:

TASK PRIORITY

TASK6 122
TASK PRIORITY TASKS 122

TASK3 119
TASK1 119 >

TASK8 115

TASK2 115

TASK4 110

TASK9 64

TASK1 is shown as a newly-ready task with a priority of 119. TASK1 will
be placed in the CICS dispatching queue ahead of TASKS8 but below
TASKaS.

Additionally, the dispatching priority can be increased based on the length
of time a task has remained on the dispatching queue without being
dispatched. The PRTYAGE parameter in the System Initialization Table
(SIT) controls the frequency with which a task is examined to determine
whether its priority should be increased.

The PRTYAGE specification is in milliseconds, and directs CICS to
increase the priority of a task once the task has been on the dispatch
queue for the PRTYAGE duration. The default value of the PRTYAGE
parameter is 32768, indicating that a task's priority will be increased by
1 when the task has been on the dispatch queue for 32,768 milliseconds.

Task prioritization should be used sparingly, with task priority given to
only the most important CICS tasks. The CICS/ESA Version 4.1
Performance Guide (Section 4.7.6 - Task Prioritization) explains the
effects, uses, limitations, and implementation of task prioritization.
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C Remove selected transactions from the CICS region. CICS task |
prioritization is not interrupt driven, as is MVS dispatching. The CICS
task prioritization scheme simply relates to the relative position of tasks
on the CICS dispatching queue. Once CICS has selected a task for
dispatching, the task will remain dispatched until the task returns control
to CICS.

The Workload Manager allocates resources to address spaces (e.g., |
CICS regions), not to transaction service classes. The CICS region could
be providing good service to other, less important transactions in different
service classes. These service classes could be using significant system
resources and delaying CICS in its dispatching the important transactions.

If you have relatively long-running tasks serving transactions with a
relatively low importance, these tasks may retain control of CICS for
prolonged intervals. The result may be that the transactions with a high
importance are delayed waiting for CICS to select their corresponding
tasks for dispatch. One further result may be that the Workload Manager
may allocate more resources to the service class representing the CICS
region. Unfortunately, the additional resources may not help improve
performance of the important tasks since CICS internally controls
dispatching of tasks and these tasks may not release control.

The only solution to this problem may be to identify the long-running
transactions and remove them from the CICS region altogether. In
general, this would be the preferred approach (that is, it normally is
preferable to have a CICS region serving only your most important
transactions.) This approach may require that another CICS region be
generated, however.

C Identify "long" transactions and optimize their related tasks. This |
approach may result in large benefits, but generally requires a significant
amount of application programmer time.

C Speed the flow of all transactions through the CICS region. The |
CICS region operates within the standard MVS environment. The CICS
region may be delayed for various reasons (CPU dispatching, I/O access,
etc.). CPExpert will analyze the "server" service class to determine
whether the server (i.e., the CICS region) was using the CPU, whether
the server was denied access to the CPU, etc. As a result of CPExpert's
analysis, other rules may be produced to provide more information.
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Rule WLM122: Significant transaction time was in Idle state

Finding:

Impact:

Logic flow:

Discussion:

A significant amount of the transaction response time for the service class
missing its performance goal was spent in the Idle state. This finding
applies to service classes that are part of a subsystem (e.g., CICS
transactions).

This finding has NO IMPACT, LOW IMPACT, MEDIUM IMPACT or HIGH
IMPACT on performance of the service class. The finding primarily
indicates that either (1) the workload classification scheme improperly
groups conversational transactions in the same service class as non-
conversational transactions or (2) the performance goal has been
improperly specified for the service class.

The following rules cause this rule to be invoked:
Rule WLM104: Subsystem Service Class did not achieve average
response goal
Rule WLM105: Subsystem Service Class did not achieve percentile
response goal

When CPExpert produces Rule WLM104 or Rule WLM105 to indicate that
a subsystem service class did not achieve its performance goal, the logic
of these rules tries to identify the cause of the delay. The cause of the
delay initially is analyzed from the "served" service class view. The delays
from the served service class are reported by CICS/ESA Version 4.1 or IMS
Version 5 (or later versions) interaction with the Workload Manager, using
the Workload Management Services macros’.

CICS reports two separate views of the transactions: the begin_to_end
phase and the execution phase?.

* Begin_to_end phase. The begin_to_end phase starts when CICS has
classified the transaction®. This action normally is done in a CICS
Terminal Owning Region (TOR).

"Please refer to Section 4 of this document for more detail about the Workload Management Services macros and how the
subsystems use these macros to exchange information with the Workload Manager.

2IMS Version 5 reports only execution phase samples.

3Classifying the transaction into a service class is done by the Workload Manager when the subsystem manager issues the
IWMCLSFY macro. Please refer to Section 4 for a more complete discussion of the subsystem work manager (e.g., CICS)
interaction with the Workload Manager.
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» Execution phase. The execution phase starts when either CICS or IMS
(Version 5 or later) has started an application task to process the
transaction. For CICS, this normally is done in a CICS Application
Owning Region (AOR). For IMS, this is done in an IMS Message
Processing Region (MPR).

Within each phase, CICS or IMS reports the "state" of the transaction, from
the view of CICS or IMS. The state of the transaction is reported in the
following categories*:

* Idle state. (Both CICS and IMS report this state.

* Ready state. Only CICS reports this state.

Active state. Both CICS and IMS report this state.

Wait state. Both CICS and IMS report this state, but IMS provides only
Wait for 1/O state and Wait for Lock state.

Switched state. Only CICS reports this state.

If the subsystem supports work manager delay reporting, the delay
information is available in the "Work Manager/Resource Manger State
Section" of SMF Type 72 (Subtype 3) records. When a transaction service
class fails to achieve its performance goal, CPExpert analyzes the
information to identify the primary and secondary causes of delay.

CPExpert produces Rule WLM122 when the primary or secondary cause
of delay was that the transaction service class was in the Idle state for a
significant percent of its response time. The Idle state indicates that no
work request was available to the work manager (CICS or IMS) that is
allowed to run.

For CICS transactions, this is the time accounted for by tasks executing in
the CICS region. These tasks would be shown as "Suspended" by the
CEMT INQUIRE TASK command.

For IMS transactions, this is the time that the Message Processing Region
was not handling a transaction.

For CICS transactions, this time differs depending upon the types of tasks
executing.

“Please refer to Section 4 of this document for a more comprehensive discussion of the transaction states and the interaction
between the subsystem (CICS or IMS) and the Workload Manager.
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» Tasks could be waiting of a principal facility (for example,
conversational tasks that were waiting for a resource froma  terminal
user).

» The Terminal Control (TC) task (CSTP) could be waiting for work.

* The interregion controller task (CSNC) could be waiting for transaction
routing requests.

* CICS system tasks (such as CSSY) could be waiting for work.
None of these tasks should be in a service class with a response goal, as
neither CICS nor the Workload Manager can provide resources to reduce

the response time.

The following example illustrates the output from Rule WLM122:

RULE WLM122: SIGNIFICANT TRANSACTION TIME WAS IN IDLE STATE

A significant amount of the transaction response time for CICUSRA Service
Class was spent in the Idle State. For CICS transactions, this time
differs depending upon the types of tasks executing.

- Tasks could be waiting of a principal facility (for example,
conversational tasks that were waiting for a resource from a
terminal user).

- The Terminal Control (TC) task (CSTP) could be waiting for work.

- The interregion controller task (CSNC) could be waiting for
transaction routing requests.

- CICS system tasks (such as CSSY) could be waiting for work.

These tasks would be shown as "Suspended" by the CEMT INQUIRE TASK
command. CPExpert suggests that these transactions be identified and
placed into their own service class. Idle time normally should not
included in a service class with response performance objectives.

Suggestion: CPExpert suggests that you consider the following alternatives:

* Modify your workload classification scheme. The most likely problem
is that the workload classification scheme does not adequately partition
the transactions into time-critical service classes and service classes that
do not have a critical response goal.

CPEXxpert suggests that you modify the workload classification scheme
such that the transactions experiencing Idle state time are placed into a
service class different from the service class containing important
transactions. While it may be true that the transactions experiencing Idle
state time are "important”" transactions, the Workload Manager cannot
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allocate resources to reduce response for transactions that are in Idle
state for reasons outside the Workload Manager's control.

* Review the performance goal for the service class. From a
"conceptual" view, the transactions experiencing Ildle state "should" be
assigned an execution velocity goal; they would receive CPU time when
they wanted the CPU time. However, the Workload Manager cannot
assign resources to transactions, but assigns the resources to address
spaces supporting the transactions. Thus, the Workload Manager ISPF
application does not allow transaction subsystem service classes to be
defined with any goal other than a response goal.

If you specify a short response goal, the Workload Manager will incur
overhead attempting to meet a performance goal for events outside its
control. While the Workload Manager often will detect this situation (that
is, it will detect that it cannot take action to improve response for the
service class), there is no point in having the Workload Manager incur the
overhead required to make the decision.

CPExpert suggests that you specify a very long response goal® for the
service class containing the transactions in Idle state. These transactions
are idle (Suspended) waiting for events outside the Workload Manager's
control.

This action should be done only after important transactions with
valid response goals have been removed from the service class!
You should modify your workload classification scheme, if necessary, to
make sure that the important transactions have been removed from the
service class with the long response goal.

* Run transactions in the service class in a CICS region that is exempt
from response time management. With 0OS/390 V2R10, IBM
introduced an “exemption from transaction response time management”
option. This option is available with APAR OW43812 installed. With the
APAR applied, organizations can specify whether an address space
(CICS region or IMS region) will be managed based on the goals of the
transactions that the region is serving, or managed based on the goals
specified for the region itself. This option is exercised by using the new
“‘Manage Region Using Goals Of:” field on the WLM ISPF “Modify Rules
for the Subsystem Type” panel.

* When “TRANSACTION” is entered in the “Manage Region Using
Goals OF:” field, the region will be managed as a CICS/IMS
transaction server by the WLM. “TRANSACTION” is the default

SCPExpert identifies transaction subsystem service classes and will suppress Rule WLMO0O06 for these service classes.
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specification. If “REGION” is entered in this field, the region will be
managed based on the performance goal specified for the service
class to which the region is assigned. This performance goal normally
would be an execution velocity goal.

*  When “REGION” is specified, the WLM does not consider the region
to be a “server” of transactions®. Rather, the WLM server topology
algorithms ignore the region when establishing server topology.
Consequently, the goals for any transaction processed by the region
will not be considered by the WLM when it determines whether
service class periods meet goals and whether policy adjustment is
necessary.

If possible (from a systems design or political view), you should consider
assigning the transactions experiencing high Idle times to a CICS region
that is managed according to the goals of the region. You can assign an
appropriate execution velocity goal to this region, consistent with the
goals of the transactions being processed by the region.

6Please refer to Chapter 2 (Subsystem Transactions) for a discussion of the servers and served concept.
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Rule WLM123: Significant transaction time was in Waiting for Lock state

Finding:

Impact:

Logic flow:

Discussion:

A significant amount of the transaction response time for the service class
missing its performance goal was spent in the Waiting for Lock state. This
finding applies to service classes that are part of a subsystem (e.g., CICS
transactions).

This finding has MEDIUM IMPACT or HIGH IMPACT on performance of the
service class. The level of impact depends on the percent of transaction
response time spent in the Waiting for Lock state.

The following rules cause this rule to be invoked:
Rule WLM104:  Subsystem Service Class did not achieve average
response goal
Rule WLM105: Subsystem Service Class did not achieve percentile
response goal

When CPExpert produces Rule WLM104 or Rule WLM105 to indicate that
a subsystem service class did not achieve its performance goal, the logic
of these rules tries to identify the cause of the delay. The cause of the
delay initially is analyzed from the "served" service class view. The delays
from the served service class are reported by CICS (with CICS/ESA
Version 4.1 and later) or by IMS (with IMSVersion 5 or later). Interaction
with the Workload Manager is accomplished using the Workload
Management Services macros’.

CICS reports two separate views of the transactions: the begin_to_end
phase and the execution phase?.

* Begin_to_end phase. The begin_to_end phase starts when CICS has
classified the transaction®. This action normally is done in a CICS
Terminal Owning Region (TOR).

+ Execution phase. The execution phase starts when either CICS or IMS
(Version 5 or later) has started an application task to process the

"Please refer to Section 4 of this document for more detail about the Workload Management Services macros and how the
subsystems use these macros to exchange information with the Workload Manager.

2IMS Version 5 reports only execution phase samples.

3Classifying the transaction into a service class is done by the Workload Manager when the subsystem manager issues the
IWMCLSFY macro. Please refer to Section 4 for a more complete discussion of the subsystem work manager (e.g., CICS)
interaction with the Workload Manager.
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transaction. For CICS, this normally is done in a CICS Application
Owning Region (AOR). For IMS, this is done in an IMS Message
Processing Region (MPR).

Within each phase, CICS or IMS report the "state" of the transaction, from
the view of CICS or IMS. The state of the transaction is reported in the
following categories*:

* Idle state. (Both CICS and IMS report this state.

* Ready state. Only CICS reports this state.

Active state. Both CICS and IMS report this state.

Wait state. Both CICS and IMS report this state, but IMS provides only
Wait for 1/O state and Wait for Lock state.

Switched state. Only CICS reports this state.

If the subsystem supports work manager delay reporting, the delay
information is available in the "Work Manager/Resource Manger State
Section" of SMF Type 72 (Subtype 3) records. When a transaction service
class fails to achieve its performance goal, CPExpert analyzes the
information to identify the primary and secondary causes of delay.

The Wait state indicates that a task in support of the transaction was waiting
on some activity. The Wait state is broken into several categories: waiting
for lock, waiting for 1/O, waiting for conversation, waiting for distributed
request, waiting for a session to be established (locally, somewhere in the
network, or somewhere in the sysplex), waiting for a timer, waiting for
another product, waiting for a new latch, waiting for SSL thread, waiting for
regular thread, waiting for work table, or waiting for an unidentified
resource.

CPExpert produces Rule WLM123 when the primary or secondary cause
of delay was that the transaction service class was in the Waiting for Lock
state for a significant percent of its response time.

For CICS transactions, this is the time accounted for by tasks that were
suspended waiting for such locks as:

* Alock on a CICS resource.

“Please refer to Section 4 of this document for a more comprehensive discussion of the transaction states and the interaction
between the subsystem (CICS or IMS) and the Workload Manager.
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Suggestion:

* A record lock on a recoverable VSAM file.
» Exclusive control of a record in a BDAM file

» An application resource that has been locked by an EXEC CICS ENQ
command

These tasks would be shown as "Suspended" by the CEMT INQUIRE TASK
command.

The following example illustrates the output from Rule WLM123:

RULE WLM123: SIGNIFICANT TRANSACTION TIME WAS WAITING FOR LOCK

A significant amount of the transaction response time for CICUSRB Service
Class was spent in the Waiting for Lock State. For CICS transactions,
this is the time accounted for by tasks that were suspended waiting
for such locks as:

- A lock on a CICS resource.

- A record lock on a recoverable VSAM file.

- Exclusive control of a record in a BDAM file

- An application resource that has been locked by an EXEC CICS

ENQ command

These tasks would be shown as "Suspended" by the CEMT INQUIRE TASK
command.

IBM has provided detailed information about the Workload Manager 1/0O
Wait types used by CICS. Exhibit WLM123-1 shows the resources that a
suspended task might be waiting on for the Workload Manager Lock Wait

type.

Many of the causes of time spent Waiting for Lock are related to application
design, and the solutions often require a review of the approach to the
application or file design.

As shown in Exhibit WLM123-1, there are seven reasons that CICS
provides the Workload Manager with a Wait for Lock.
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RESOURCE RESOURCE SUSPENDING
TYPE OF WAIT TYPE OF TASK TYPE NAME MODULE
CICS system task waits System task AP TERM STP_DONE DFHAPDM
File control waits User task KC_ENQ SUSPEND DFHXCPC
Loader waits User task PROGRAM program ID DFHLDLD
Lock manager waits User task (none) LMQUEUE DFHLMLM
Task control waits User task KCCOMPAT CICS DEFHXCPA
Task control waits User task KC ENQ SUSPEND DFHXCPC
Temporary storage wait User task TSBUFFER (none) DFHTSP
Temporary storage wait User task TSEXTEND (none) DFHTSP
Temporary storage wait User task TSOPEN4B (none) DFHTSP
Temporary storage wait User task TSQUEUE (none) DFHTSP
Temporary storage wait User task TSSTRING (none) DFHTSP
Temporary storage wait User task TSUT (none) DFHTSP
Temporary storage wait User task TSWBUFFR (none) DFHTSP
Transient data waits User task KC_ENQ SUSPEND DFHXCPC
Transient data waits User task TDEPLOCK transient DFHTDEXP
Transient data waits User task TDIPLOCK transient DFHTDSUB

CICS WAITING FOR LOCK
Exhibit WLM123-1

» CICS system task waits. CICS module DFHAPDM is the Application

Domain (AP) module responsible for initializing, quiescing, and
terminating the application domain. CICS provides the Workload Manger
with a Wait for Lock when the application domain is being terminated
(shutdown or takeover). This lock type would not cause an individual
transaction to miss its performance goal.

File Control waits. Lock waits caused by file control can occur when a
task is waiting for a record lock in a recoverable VSAM file. When an
application updates a record in a recoverable VSAM file, locking occurs
at two levels: (1) VSAM locks the Control Interval (Cl) when the record
has been read, and (2) CICS locks the record.

The Cl lock is released as soon as the REWRITE (or UNLOCK) request
is completed. However, the record is not unlocked by CICS until the
updating task has reached a syncpoint. This is to ensure that data
integrity is maintained if the task fails before the syncpoint and the record
has to be backed out.

If a second task attempts to update the same record while the record is
still locked, the second task is suspended on resource type KC_ENQ until
the lock is released. This can be a long wait, because the update might
depend on a terminal operator typing in data. Also, the suspended task
relinquishes its VSAM string and may relinquish its exclusive control of
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the Cl. The suspended task would have to regain these resouces and
may have to wait after it was no longer in a file control lock wait.

BDAM does not use the "control interval" concept. When a task reads a
record for update, the record is locked so that concurrent changes cannot
be made by two transactions. The lock is released at the end of the
current logical unit of work. If a second task attempts to update the same
record while the first has the lock, it is suspended on resource type
KC_ENQ.

Solving Lock Wait due to file control may require a review of the
application logic or file design to see if the record-locking time can be
reduced.

* Loader waits. A task is suspended by the loader domain if it has
requested a program load and another task is already loading that
program. Once the load in progress is complete, the suspended task
normally is resumed quickly and the wait is unlikely to be detected.

If the requested program is not loaded quickly, there are two likely
causes:

» The system could be short on storage (SOS), so only system tasks
can be dispatched. The Storage Manager Statistics part of the CICS
interval statistics contain information that can be analyzed to
determine whether the WLM Lock wait was likely caused by a SOS
condition. The field SMSSOS is a count of the number of times CICS
went SOS in a particular subpool (note that there are separate
statistics for each of the storage subpools).

+ |If the SMSSOS value is zero, you can be sure that the WLM Lock
waits were not caused by Loader waits.

» If the SMSSOS value is non-zero, it is possible that the WLM Lock
waits were caused by Loader waits because CICS entered SOS.
Unfortunately, there is no way to determine whether a task
suspended for a Loader wait actually was in the service class
missing its performance goal. However, the CICS region was
encountering SOS, and you should take action.

If the SMSSOS value is non-zero, CPExpert suggests that you
review the suggested actions beginning on page 251 of the IBM
CICS Verson 4.1 Performance Guide. These actions provide a
checklist for reducing the virtual storage requirements above and
below the 16MD line.
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Alternatively, you can execute the CICS Component of CPExpert
against the CICS region(s) serving the service class missing its
performance goal. The CICS Component will analyze the CICS
interval statistics to identify performance problems.

* There could be an I/O error on a library. You can check for
messages that might indicate an I/O error on a library. If you find that
an /O error occurred, you should investigate the reason why the I/O
error occurred.

* Lock Manager waits. The Lock Manager suspends a task when the task
cannot acquire the lock on a resource it has requested, probably because
another task has not released it. A user task cannot explicitly acquire a
lock on a resource, but many of the CICS modules that run on behalf of
user tasks do lock resources. Lock Manager waits could indicate a CICS
system error.

You should review the "Lock Manager Waits" part of Section 2.3: Dealing
with waits (Bookmanager document) of the CICS/ESA Version 4.1
Problem Determination Guide.

While it is possible to experience Lock Manager waits, it is unlikely that
these are the cause of performance problems with the service class
missing its performance goal.

» Task Control waits. Task Control will suspend a task (1) if the task has
attempted to change the state of a file but another task is still using the
file, (2) if the task attepted to update a record in a recoverable file while
another task has a lock on the file, or (3) if a task has finished using a file
but not issued an EXEC CICS DEQ command or a DFHKC TYPE=DEQ
macro call.

Solving these problems require a review of the approach to the
application or file design.

+ Temporary storage waits.

» Resource type TSBUFFER indicates that the task that is waiting has
issued an auxiliary temporary storage request, but the buffers are all
in use. If you find that tasks are often made to wait on this resource,
consider increasing the number of auxiliary temporary storage buffers
(system initialization parameter TS).

* Resource type TSEXTEND indicates that the waiting task has issued
a request to extend the auxiliary temporary storage data set, but some
other task has already made the same request. The wait does not
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extend beyond the time taken for the extend operation to complete.
If you have a task that is waiting for a long time on this resource, it is
likely that there is a hardware fault or a problem with VSAM.

* Resource type TSQUEUE indicates that the waiting task has issued
a request against a temporary storage queue that is already in use by
another task. The latter task is said to have the lock on the queue.

The length of time that a task has the lock on a temporary storage
queue depends on whether or not the queue is recoverable. If the
queue is recoverable, the task has the lock until the logical unit of
work is complete. Ifit is not recoverable, the task has the lock for the
duration of the temporary storage request only.

* Resource type TSSTRING indicates that the task is waiting for an
auxiliary temporary storage VSAM string. If you find that tasks
frequently wait on this resource, consider increasing the number of
temporary storage strings (system initialization parameter TS).

» If a user task is waiting on resource type TSUT, activity keypointing is
taking place. This involves a large amount of I/O, and, if there are
many temporary storage queues, it could take a relatively long time to
complete.

* Resource type TSWBUFFR indicates that the waiting task has issued
an auxiliary temporary storage request, but the write buffers are all in
use. You have no control over how temporary storage allocates read
buffers and write buffers from the buffer pool, but if you find that tasks
are often made to wait on this resource, increasing the number of
auxiliary temporary storage buffers (system initialization parameter
TS) should help solve the problem.

* Transient data waits. Transient data waits occur when a task is
suspended on resource type TDEPLOCK, with a resource name
corresponding to a transient data queue name. The task has issued a
request against an extrapartition transient data queue, but another task
is already accessing the same queue. The waiting task cannot resume
until that activity is complete.

Significant time spent in transient data waits occur becauset is necessary
for a task to change TCB mode to open and close a data set. The task
must relinquish control while this happens. Depending on the system
loading, rel;inquishing control might take several seconds. This
contributes to the wait that the second task experiences, while the second
task is suspended on resource type TDEPLOCK,.
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CICS uses the access method QSAM to write data to extrapartition
transient data destinations. QSAM executes synchronously with tasks
requesting its services. This means that any task invoking a QSAM
service must wait until the QSAM processing is complete. If, for any
reason, QSAM enters an extended wait, the requesting task also
experiences an extended wait.

The possibility of an extended wait arises whenever QSAM attempts
to access an extrapartition data set. QSAM uses the MVS RESERVE
volume-locking mechanism to gain exclusive control of volumes while
it accesses them, which means that any other region attempting to
write to the same volume is forced to wait.

If tasks frequently get suspended on resource type TDEPLOCK, you
should determine which other transactions write data to the same
extrapartition destination. You might then consider redefining the
extrapartition destinations in the DCT (destination control table).

You can find further guidance information about the constraints that apply
to tasks writing to intrapartition destinations in the CICS Application
Programming Guide. For more details of the properties of recoverable
transient data queues, see the CICS Resource Definition Guide.

» Another common cause of locks on a CICS resource is the CICS shared
database facility. An IMS batch job can access a local DL/I database
controlled in a CICS region. Any DL/l request from the IMS batch
application program is handled through the facilities of CICS instead of
IMS DB.

A shared database region contains an IMS batch application program that
processes local DL/l databases, and the application program in the
shared database region is scheduled by MVS job management. The job
stream for the job specifies the CICS batch region controller. The shared
database program uses DL/l CALLs for database references. An
application program executing in a shared database region can access
only the local DL/I databases that are attached to the CICS online region.

The CICS shared database facility can greatly increase contention for a
database, particularly if update operations from batch programs are
involved.

* A normal CICS task accesses and enqueues on a small number of
records from a database.

* An IMS batch program may access and enqueue on all the records in
the database, effectively locking up the database until the program
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completes®. If the batch jobs are update jobs, they are likely to lock
out the database from online use until they finish running, which
typically takes several minutes.

The following guidance is provided by IBM in the referenced CICS
Performance Guides:

» CICS using DBCTL performs better than function shipping. Performance
can be improved by replacing any database owning region (DOR) with a
DBCTL owning region.

» Users accessing DL/I databases from CICS via the IMS DBCTL facility
should use IMS BMPs rather than CICS shared database.

* In general, use CICS shared database only when absolutely necessary.
Either try to minimize or eliminate update operations and run batch jobs
during offpeak times when the system is not busy, or use IMS data
sharing.

If it is necessary to run batch update during online operations, do one of
the following:

* Run the batch update during periods of low online activity.
* Close down the online transactions that reference the database

» Inform users of the database that they are most likely to experience
an increase in response time during the period of updating from the
batch region

* Incorporate frequent checkpoints in batch applications.

You should also review all DL/I PSBs to minimize the contention between
batch and online CICS transactions and possibly increase the priority for
online transactions versus the partition control task.

If batch update operations are required, use of the IMS/ESA or DL/I
Checkpoint Call can free up records when they are updated, but may
complicate program restart in the case of a batch program abend.

Storage for the dynamic buffer may need to be increased because a large
amount of backout information may have to be kept until batch program
completion.

This can also greatly increase the requirements for storage in the IMS/ESA enqueue pool
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Reference: CICS/ESA Version 4.1 Performance Guide
Section 2.7.1.1: The response time breakdown in percentage section
Section 2.7.1.2: The state section

CICS/TS Release 1.1 Performance Guide
Section 2.7.1.1: The response time breakdown in percentage section
Section 2.7.1.2: The state section

CICS/TS Release 1.2 Performance Guide
Section 2.7.1.1: The response time breakdown in percentage section
Section 2.7.1.2: The state section

CICS/TS Release 1.3 Performance Guide
Section 2.6.1.1: The response time breakdown in percentage section
Section 2.6.1.2: The state section

CICS/TS for z/OS Release 2.1 Performance Guide: Chapter 8 (Managing
Workloads)

CICS/TS for z/OS Release 2.2 Problem Determination Guide: Section
2.3.3.7 (The resources on which tasks in a CICS system can wait)

©Copyright 1994, Computer Management Sciences, Inc. Revised: October, 2003 Ru Ie WLM1 23.10



Rule WLM124: Significant transaction time was in Waiting for 1/O state

Finding:

Impact:

Logic flow:

Discussion:

A significant amount of the transaction response time for the service class
missing its performance goal was spent in the Waiting for I/O state. This
finding applies to service classes that are part of a subsystem (e.g., CICS
transactions).

This finding has MEDIUM IMPACT or HIGH IMPACT on performance of the
service class. The level of impact depends on the percent of transaction
response time spent in the Waiting for 1/O state.

The following rules cause this rule to be invoked:
Rule WLM104:  Subsystem Service Class did not achieve average
response goal
Rule WLM105: Subsystem Service Class did not achieve percentile
response goal

When CPExpert produces Rule WLM104 or Rule WLM105 to indicate that
a subsystem service class did not achieve its performance goal, the logic
of these rules tries to identify the cause of the delay. The cause of the
delay initially is analyzed from the "served" service class view. The delays
from the served service class are reported by CICS (with CICS/ESA
Version 4.1 and later) or by IMS (with IMSVersion 5 or later). Interaction
with the Workload Manager is accomplished using the Workload
Management Services macros’.

CICS reports two separate views of the transactions: the begin_to_end
phase and the execution phase?.

* Begin_to_end phase. The begin_to_end phase starts when CICS has
classified the transaction®. This action normally is done in a CICS
Terminal Owning Region (TOR).

+ Execution phase. The execution phase starts when either CICS or IMS
(Version 5 or later) has started an application task to process the

"Please refer to Section 4 of this document for more detail about the Workload Management Services macros and how the
subsystems use these macros to exchange information with the Workload Manager.

2IMS Version 5 reports only execution phase samples.

3Classifying the transaction into a service class is done by the Workload Manager when the subsystem manager issues the
IWMCLSFY macro. Please refer to Section 4 for a more complete discussion of the subsystem work manager (e.g., CICS)
interaction with the Workload Manager.
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transaction. For CICS, this normally is done in a CICS Application
Owning Region (AOR). For IMS, this is done in an IMS Message
Processing Region (MPR).

Within each phase, CICS or IMS report the "state" of the transaction, from
the view of CICS or IMS. The state of the transaction is reported in the
following categories*:

* Idle state. (Both CICS and IMS report this state.

* Ready state. Only CICS reports this state.

Active state. Both CICS and IMS report this state.

Wait state. Both CICS and IMS report this state, but IMS provides only
Wait for 1/O state and Wait for Lock state.

Switched state. Only CICS reports this state.

If the subsystem supports work manager delay reporting, the delay
information is available in the "Work Manager/Resource Manger State
Section" of SMF Type 72 (Subtype 3) records. When a transaction service
class fails to achieve its performance goal, CPExpert analyzes the
information to identify the primary and secondary causes of delay.

The Wait state indicates that a task in support of the transaction was waiting
on some activity. The Wait state is broken into several categories: waiting
for lock, waiting for 1/O, waiting for conversation, waiting for distributed
request, waiting for a session to be established (locally, somewhere in the
network, or somewhere in the sysplex), waiting for a timer, waiting for
another product, waiting for a new latch, waiting for SSL thread, waiting for
regular thread, waiting for work table, or waiting for an unidentified
resource.

CPExpert produces Rule WLM124 when the primary or secondary cause
of delay was that the transaction service class was in the Waiting for 1/0
state for a significant percent of its response time. This is not necessarily
time actually performing 1/O, but could be any activity related to the 1/0
request. For CICS transactions, this time includes:

* File Control requests

¢ Terminal Control wait.

“Please refer to Section 4 of this document for a more comprehensive discussion of the transaction states and the interaction
between the subsystem (CICS or IMS) and the Workload Manager.
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Transient data requests.

» Temporary storage requests.

Shared Temporary Storage I/0 wait. |

Journaling I/O requests. |

» Waiting for 1/O buffers or VSAM strings.

Inbound or Outbound Socket I/O wait.

I
|
» Coupling Facility data tables server I/0O wait. |
|
|
I

These tasks would be shown as "Suspended" by the CEMT INQUIRE TASK
command.

The following example illustrates the output from Rule WLM124:

RULE WLM124: SIGNIFICANT TRANSACTION TIME WAS WAITING FOR I/O REQUEST

A significant amount of the transaction response time for CICUSRTX Service
Class was spent waiting for some I/O request. This is not necessarily
time actually performing I/O, but could be any activity related to the
I/0 request. For CICS transactions, this time includes:

- File Control requests.
Transient data requests.
Temporary storage requests.
Journaling I/O requests.
Waiting for I/O buffers or VSAM strings.
Shared Temporary Storage I/O wait.
Waiting for I/O buffers or VSAM strings.
Inbound or Outbound Socket I/O wait.

- Coupling Facility data tables server I/O wait.
These tasks would be shown as "Suspended" by the CEMT INQUIRE TASK
command. You should execute the CPExpert CICS Component against the
regions serving the Service Class transactions to identify the cause
of the large Wait on I/O time.

Suggestion: CPExpert suggests that you execute the CICS Component of CPExpert
against the CICS regions serving the service class missing its performance
goal. The CICS Component of CPExpert should identify problems in I/O-
related areas.

Reference: CICS/ESA Version 4.1 Performance Guide
Section 2.7.1.1: The response time breakdown in percentage section
Section 2.7.1.2: The state section
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CICS/TS Release 1.1 Performance Guide
Section 2.7.1.1: The response time breakdown in percentage section
Section 2.7.1.2: The state section

CICS/TS Release 1.2 Performance Guide
Section 2.7.1.1: The response time breakdown in percentage section
Section 2.7.1.2: The state section

CICS/TS Release 1.3 Performance Guide
Section 2.6.1.1: The response time breakdown in percentage section
Section 2.6.1.2: The state section

CICS/TS for z/OS Release 2.1 Performance Guide: Chapter 8 (Managing
Workloads).

CICS/TS for z/OS Release 2.2 Problem Determination Guide: Section
2.3.3.6.7 (The meanings of the WLM_WAIT_TYPE parameter)

CICS/TS for z/OS Release 2.2 Problem Determination Guide: Section
2.3.3.7 (The resources on which tasks in a CICS system can wait)
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Rule WLM125: Significant transaction time was in Waiting for Conversation

state

Finding:

Impact:

Logic flow:

Discussion:

A significant amount of the transaction response time for the service class
missing its performance goal was spent in the Waiting for Conversation
state. This finding applies to service classes that are part of a subsystem
(e.g., CICS transactions).

This finding has MEDIUM IMPACT or HIGH IMPACT on performance of the
service class. The level of impact depends on the percent of transaction
response time spent in the Waiting for Conversation state.

The following rules cause this rule to be invoked:
Rule WLM104: Subsystem Service Class did not achieve average
response goal
Rule WLM105: Subsystem Service Class did not achieve percentile
response goal

When CPExpert produces Rule WLM104 or Rule WLM105 to indicate that
a subsystem service class did not achieve its performance goal, the logic
of these rules tries to identify the cause of the delay. The cause of the
delay initially is analyzed from the "served" service class view. The delays
from the served service class are reported by CICS (with CICS/ESA
Version 4.1 and later) or by IMS (with IMSVersion 5 or later). Interaction
with the Workload Manager is accomplished using the Workload
Management Services macros’.

CICS reports two separate views of the transactions: the begin to _end
phase and the execution phase®.

* Begin_to_end phase. The begin_to_end phase starts when CICS has
classified the transaction®. This action normally is done in a CICS
Terminal Owning Region (TOR).

"Please refer to Section 4 of this document for more detail about the Workload Management Services macros and how the
subsystems use these macros to exchange information with the Workload Manager.

2IMS Version 5 reports only execution phase samples.

3Classifying the transaction into a service class is done by the Workload Manager when the subsystem manager issues the
IWMCLSFY macro. Please refer to Section 4 for a more complete discussion of the subsystem work manager (e.g., CICS)
interaction with the Workload Manager.
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* Execution phase. The execution phase starts when either CICS or IMS |
(Version 5 or later) has started an application task to process the |
transaction. For CICS, this normally is done in a CICS Application
Owning Region (AOR). For IMS, this is done in an IMS Message
Processing Region (MPR).

Within each phase, CICS or IMS report the "state" of the transaction, from
the view of CICS or IMS. The state of the transaction is reported in the
following categories*:

* Idle state. (Both CICS and IMS report this state. |

* Ready state. Only CICS reports this state.

Active state. Both CICS and IMS report this state.

Wait state. Both CICS and IMS report this state, but IMS provides only
Wait for 1/O state and Wait for Lock state.

Switched state. Only CICS reports this state.

If the subsystem supports work manager delay reporting, the delay
information is available in the "Work Manager/Resource Manger State
Section" of SMF Type 72 (Subtype 3) records. When a transaction service
class fails to achieve its performance goal, CPExpert analyzes the
information to identify the primary and secondary causes of delay.

The Wait state indicates that a task in support of the transaction was waiting

on some activity. The Wait state is broken into several categories: waiting
for lock, waiting for 1/O, waiting for conversation, waiting for distributed
request, waiting for a session to be established (locally, somewhere in the
network, or somewhere in the sysplex), waiting for a timer, waiting for
another product, waiting for a new latch, waiting for SSL thread, waiting for |
regular thread, waiting for work table, or waiting for an unidentified |
resource.

CPExpert produces Rule WLM125 when the primary or secondary cause
of delay was that the transaction service class was in the Waiting for
Conversation state for a significant percent of its response time. These
tasks would be shown as "Suspended" by the CEMT INQUIRE TASK
command.

“Please refer to Section 4 of this document for a more comprehensive discussion of the transaction states and the interaction
between the subsystem (CICS or IMS) and the Workload Manager.
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The Waiting on Conversation state means that a transaction has been
switched across an intersystem communication link (MRO or ISC) to
another work manager.

A CICS transaction typically enters the system through a TOR and may be
routed to an AOR. The Waiting on Conversation state in the TOR would
include the time the transaction was switched to the AOR, plus any queue
time waiting for the AOR to accept the transaction and notify the Workload
Manager, plus the time in the AOR processing the transaction. The Waiting
on Conversation state in the TOR would terminate when the TOR received
the transaction back from the AOR. All of this Waiting on Conversation time
would show up in the BTE Phase of the transaction.

Most of the Waiting on Conversation state (particularly for the BTE Phase)
is explained in the Switched state:

« Switched - Local. The transaction has been switched, across an MRO
link, to another CICS region in same MVS image.

» Switched - Sysplex. The transaction has been switched, across an
XCF/MRO link, to another CICS region in another MVS image in the
sysplex.

» Switched - Network. The transaction has been switched, across an ISC
link, to another CICS region (which may, or may not, be in the same MVS
image).

The following example illustrates the output from Rule WLM125:

RULE WLM125: SIGNIFICANT TRANSACTION TIME WAS WAITING FOR CONVERSATION

A significant amount of the transaction response time for CICUSERC Service
Class was spent waiting on a conversation between subsystems: waiting
on another CICS region, an IMS region, DBCTL, etc.

Suggestion: There are no suggestions with this rule. The finding is provided for
information purposes.

Reference: CICS/ESA Version 4.1 Performance Guide
Section 2.7.1.1: The response time breakdown in percentage section
Section 2.7.1.2: The state section

CICS/TS Release 1.1 Performance Guide
Section 2.7.1.1: The response time breakdown in percentage section
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Section 2.7.1.2: The state section

CICS/TS Release 1.2 Performance Guide
Section 2.7.1.1: The response time breakdown in percentage section
Section 2.7.1.2: The state section

CICS/TS Release 1.3 Performance Guide
Section 2.6.1.1: The response time breakdown in percentage section
Section 2.6.1.2: The state section

CICS/TS for z/OS Release 2.1 Performance Guide: Chapter 8 (Managing
Workloads).

CICS/TS for z/OS Release 2.2 Problem Determination Guide: Section
2.3.3.6.7 (The meanings of the WLM_WAIT_TYPE parameter)
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Rule WLM126: Significant transaction time was in Waiting for Distributed

Request state

Finding:

Impact:

Logic flow:

Discussion:

A significant amount of the transaction response time for the service class
missing its performance goal was spent in the Waiting for Distributed
Request state. This finding applies to service classes that are part of a
subsystem (e.g., CICS transactions).

This finding has MEDIUM IMPACT or HIGH IMPACT on performance of the
service class. The level of impact depends on the percent of transaction
response time spent in the Waiting for Distributed Request state.

The following rules cause this rule to be invoked:
Rule WLM104: Subsystem Service Class did not achieve average
response goal
Rule WLM105: Subsystem Service Class did not achieve percentile
response goal

When CPExpert produces Rule WLM104 or Rule WLM105 to indicate that
a subsystem service class did not achieve its performance goal, the logic
of these rules tries to identify the cause of the delay. The cause of the
delay initially is analyzed from the "served" service class view. The delays
from the served service class are reported by CICS (with CICS/ESA
Version 4.1 and later) or by IMS (with IMSVersion 5 or later). Interaction
with the Workload Manager is accomplished using the Workload
Management Services macros’.

CICS reports two separate views of the transactions: the begin to _end
phase and the execution phase®.

* Begin_to_end phase. The begin_to_end phase starts when CICS has
classified the transaction®. This action normally is done in a CICS
Terminal Owning Region (TOR).

"Please refer to Section 4 of this document for more detail about the Workload Management Services macros and how the
subsystems use these macros to exchange information with the Workload Manager.

2IMS Version 5 reports only execution phase samples.

3Classifying the transaction into a service class is done by the Workload Manager when the subsystem manager issues the
IWMCLSFY macro. Please refer to Section 4 for a more complete discussion of the subsystem work manager (e.g., CICS)
interaction with the Workload Manager.

©Copyright 1994, Computer Management Sciences, Inc. Revised: October, 2003 RUIe WLM1 261



» Execution phase. The execution phase starts when either CICS or IMS
(Version 5 or later) has started an application task to process the
transaction. For CICS, this normally is done in a CICS Application
Owning Region (AOR). For IMS, this is done in an IMS Message
Processing Region (MPR).

Within each phase, CICS or IMS report the "state" of the transaction, from
the view of CICS or IMS. The state of the transaction is reported in the
following categories*:

* Idle state. (Both CICS and IMS report this state.

* Ready state. Only CICS reports this state.

Active state. Both CICS and IMS report this state.

Wait state. Both CICS and IMS report this state, but IMS provides only
Wait for 1/O state and Wait for Lock state.

Switched state. Only CICS reports this state.

If the subsystem supports work manager delay reporting, the delay
information is available in the "Work Manager/Resource Manger State
Section" of SMF Type 72 (Subtype 3) records. When a transaction service
class fails to achieve its performance goal, CPExpert analyzes the
information to identify the primary and secondary causes of delay.

The Wait state indicates that a task in support of the transaction was waiting
on some activity. The Wait state is broken into several categories: waiting
for lock, waiting for 1/O, waiting for conversation, waiting for distributed
request, waiting for a session to be established (locally, somewhere in the
network, or somewhere in the sysplex), waiting for a timer, waiting for
another product, waiting for a new latch, waiting for SSL thread, waiting for
regular thread, waiting for work table, or waiting for an unidentified
resource.

CPExpert produces Rule WLM126 when the primary or secondary cause
of delay was that the transaction service class was in the Waiting for
Distributed Request state for a significant percent of its response time.

The following example illustrates the output from Rule WLM126:

“Please refer to Section 4 of this document for a more comprehensive discussion of the transaction states and the interaction
between the subsystem (CICS or IMS) and the Workload Manager.
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RULE WLM126: SIGNIFICANT TRANSACTION TIME WAS WAITING, DISTRIBUTED

A significant amount of the transaction response time for CICUSERD Service

Class was spent waiting for some distributed request. CICS does not
use the distributed request function.

If this finding occurs, please
call Computer Management Sciences, Inc.

so we can investigate the cause.

Suggestion: CICS does not use the Distributed Request function. If this finding occurs,

please call Computer Management Sciences so we can investigate the
cause.
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Rule WLM127: Significant transaction time was in Waiting for Local Session

state

Finding:

Impact:

Logic flow:

Discussion:

A significant amount of the transaction response time for the service class
missing its performance goal was spent in the Waiting for a Local Session
state. This finding applies to service classes that are part of a subsystem
(e.g., CICS transactions).

This finding has MEDIUM IMPACT or HIGH IMPACT on performance of the
service class. The level of impact depends on the percent of transaction
response time spent in the Waiting for a Local Session state.

The following rules cause this rule to be invoked:
Rule WLM104: Subsystem Service Class did not achieve average
response goal
Rule WLM105: Subsystem Service Class did not achieve percentile
response goal

When CPExpert produces Rule WLM104 or Rule WLM105 to indicate that
a subsystem service class did not achieve its performance goal, the logic
of these rules tries to identify the cause of the delay. The cause of the
delay initially is analyzed from the "served" service class view. The delays
from the served service class are reported by CICS (with CICS/ESA
Version 4.1 and later) or by IMS (with IMSVersion 5 or later). Interaction
with the Workload Manager is accomplished using the Workload
Management Services macros’.

CICS reports two separate views of the transactions: the begin to _end
phase and the execution phase®.

* Begin_to_end phase. The begin_to_end phase starts when CICS has
classified the transaction®. This action normally is done in a CICS
Terminal Owning Region (TOR).

"Please refer to Section 4 of this document for more detail about the Workload Management Services macros and how the
subsystems use these macros to exchange information with the Workload Manager.

2IMS Version 5 reports only execution phase samples.

3Classifying the transaction into a service class is done by the Workload Manager when the subsystem manager issues the
IWMCLSFY macro. Please refer to Section 4 for a more complete discussion of the subsystem work manager (e.g., CICS)
interaction with the Workload Manager.
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* Execution phase. The execution phase starts when either CICS or IMS |
(Version 5 or later) has started an application task to process the |
transaction. For CICS, this normally is done in a CICS Application
Owning Region (AOR). For IMS, this is done in an IMS Message
Processing Region (MPR).

Within each phase, CICS or IMS report the "state" of the transaction, from
the view of CICS or IMS. The state of the transaction is reported in the
following categories*:

* Idle state. (Both CICS and IMS report this state. |

* Ready state. Only CICS reports this state.

Active state. Both CICS and IMS report this state.

Wait state. Both CICS and IMS report this state, but IMS provides only
Wait for 1/O state and Wait for Lock state.

Switched state. Only CICS reports this state.

If the subsystem supports work manager delay reporting, the delay
information is available in the "Work Manager/Resource Manger State
Section" of SMF Type 72 (Subtype 3) records. When a transaction service
class fails to achieve its performance goal, CPExpert analyzes the
information to identify the primary and secondary causes of delay.

The Wait state indicates that a task in support of the transaction was waiting

on some activity. The Wait state is broken into several categories: waiting
for lock, waiting for 1/O, waiting for conversation, waiting for distributed
request, waiting for a session to be established (locally, somewhere in the
network, or somewhere in the sysplex), waiting for a timer, waiting for
another product, waiting for a new latch, waiting for SSL thread, waiting for |
regular thread, waiting for work table, or waiting for an unidentified |
resource.

CICS reports the time when a work unit (that is, a task in support of a
transaction) was waiting for a session to be established with another CICS
region in the same MVS image. This finding should occur only when
regions are started.

“Please refer to Section 4 of this document for a more comprehensive discussion of the transaction states and the interaction
between the subsystem (CICS or IMS) and the Workload Manager.
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CPExpert produces Rule WLM127 when the primary or secondary cause |
of delay was that the transaction service class was in the Waiting for a
Local Session state for a significant percent of its response time.

The following example illustrates the output from Rule WLM127:

RULE WLM127: SIGNIFICANT TRANSACTION TIME WAS WAITING, LOCAL SESSION

A significant amount of the transaction response time for CICUSERE Service
Class was spent waiting for the establishment of a session with another
CICS region in the same MVS image in the sysplex. This finding should
occur only when regions are started. There may be operational problems

or CICS region integrity problems if this finding occurs at other times.
If this finding regularly occurs, and you determine that operational
problems are not the cause, please call Computer Management Sciences,

Inc. so we can investigate the cause.

Suggestion: This finding should not occur except during intervals when CICS regions are
started. Sessions normally are established for prolonged periods.

If this finding occurs for a production environment, perhaps there are
operational problems or there may be CICS region integrity problems.

If you have licensed the CICS Component of CPExpert, you should run the
CICS Component to analyze problems and potential problems with the
CICS regions involved.

If this finding does occur for a production environment and you determine
that there are no operational problems, please call Computer Management
Sciences so we can investigate the cause.

Reference: CICS/ESA Version 4.1 Performance Guide
Section 2.7.1.1: The response time breakdown in percentage section
Section 2.7.1.2: The state section

CICS/TS Release 1.1 Performance Guide
Section 2.7.1.1: The response time breakdown in percentage section
Section 2.7.1.2: The state section

CICS/TS Release 1.2 Performance Guide
Section 2.7.1.1: The response time breakdown in percentage section
Section 2.7.1.2: The state section

CICS/TS Release 1.3 Performance Guide
Section 2.6.1.1: The response time breakdown in percentage section
Section 2.6.1.2: The state section
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CICS/TS for z/OS Release 2.1 Performance Guide: Chapter 8 (Managing

Workloads).

CICS/TS for z/OS Release 2.2 Problem Determination Guide: Section

2.3.3.6.7 (The meanings of the WLM_WAIT_TYPE parameter)

CICS/TS for z/OS Release 2.2 Problem Determination Guide: Section

2.3.3.7 (The resources on which tasks in a CICS system can wait)
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Rule WLM128: Significant transaction time was in Waiting for Sysplex

Session state

Finding:

Impact:

Logic flow:

Discussion:

A significant amount of the transaction response time for the service class
missing its performance goal was spent in the Waiting for a Sysplex
Session state. This finding applies to service classes that are part of a
subsystem (e.g., CICS transactions).

This finding has MEDIUM IMPACT or HIGH IMPACT on performance of the
service class. The level of impact depends on the percent of transaction
response time spent in the Waiting for a Sysplex Session state.

The following rules cause this rule to be invoked:
Rule WLM104: Subsystem Service Class did not achieve average
response goal
Rule WLM105: Subsystem Service Class did not achieve percentile
response goal

When CPExpert produces Rule WLM104 or Rule WLM105 to indicate that
a subsystem service class did not achieve its performance goal, the logic
of these rules tries to identify the cause of the delay. The cause of the
delay initially is analyzed from the "served" service class view. The delays
from the served service class are reported by CICS (with CICS/ESA
Version 4.1 and later) or by IMS (with IMSVersion 5 or later). Interaction
with the Workload Manager is accomplished using the Workload
Management Services macros’.

CICS reports two separate views of the transactions: the begin to _end
phase and the execution phase®.

* Begin_to_end phase. The begin_to_end phase starts when CICS has
classified the transaction®. This action normally is done in a CICS
Terminal Owning Region (TOR).

"Please refer to Section 4 of this document for more detail about the Workload Management Services macros and how the
subsystems use these macros to exchange information with the Workload Manager.

2IMS Version 5 reports only execution phase samples.

3Classifying the transaction into a service class is done by the Workload Manager when the subsystem manager issues the
IWMCLSFY macro. Please refer to Section 4 for a more complete discussion of the subsystem work manager (e.g., CICS)
interaction with the Workload Manager.
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* Execution phase. The execution phase starts when either CICS or IMS |
(Version 5 or later) has started an application task to process the |
transaction. For CICS, this normally is done in a CICS Application
Owning Region (AOR). For IMS, this is done in an IMS Message
Processing Region (MPR).

Within each phase, CICS or IMS report the "state" of the transaction, from
the view of CICS or IMS. The state of the transaction is reported in the
following categories*:

* Idle state. (Both CICS and IMS report this state. |

* Ready state. Only CICS reports this state.

Active state. Both CICS and IMS report this state.

Wait state. Both CICS and IMS report this state, but IMS provides only
Wait for 1/O state and Wait for Lock state.

Switched state. Only CICS reports this state.

If the subsystem supports work manager delay reporting, the delay
information is available in the "Work Manager/Resource Manger State
Section" of SMF Type 72 (Subtype 3) records. When a transaction service
class fails to achieve its performance goal, CPExpert analyzes the
information to identify the primary and secondary causes of delay.

The Wait state indicates that a task in support of the transaction was waiting

on some activity. The Wait state is broken into several categories: waiting
for lock, waiting for 1/O, waiting for conversation, waiting for distributed
request, waiting for a session to be established (locally, somewhere in the
network, or somewhere in the sysplex), waiting for a timer, waiting for
another product, waiting for a new latch, waiting for SSL thread, waiting for |
regular thread, waiting for work table, or waiting for an unidentified |
resource.

CICS reports the time when a work unit (that is, a task in support of a
transaction) was waiting for a session to be established with another CICS
region somewhere in the sysplex. This finding should occur only when
regions are started.

“Please refer to Section 4 of this document for a more comprehensive discussion of the transaction states and the interaction
between the subsystem (CICS or IMS) and the Workload Manager.
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CPExpert produces Rule WLM128 when the primary or secondary cause |
of delay was that the transaction service class was in the Waiting for a
Sysplex Session state for a significant percent of its response time.

The following example illustrates the output from Rule WLM128:

RULE WLM128: SIGNIFICANT TRANSACTION TIME WAS WAITING, SYSPLEX SESSION

A significant amount of the transaction response time for CICUSERD Service
Class was spent waiting for the establishment of a session with another
CICS region in a different MVS image in the sysplex. This finding should
occur only when regions are started. There may be operational problems

or CICS region integrity problems if this finding occurs at other times.
If this finding regularly occurs, and you determine that operational
problems are not the cause, please call Computer Management Sciences,

Inc. so we can investigate the cause.

Suggestion: This finding should not occur except during intervals when CICS regions are
started. Sessions normally are established for prolonged periods.

If this finding occurs for a production environment, perhaps there are
operational problems or there may be CICS region integrity problems.

If you have licensed the CICS Component of CPExpert, you should run the
CICS Component to analyze problems and potential problems with the
CICS regions involved.

If this finding does occur for a production environment and you determine
that there are no operational problems, please call Computer Management
Sciences so we can investigate the cause.

Reference: CICS/ESA Version 4.1 Performance Guide
Section 2.7.1.1: The response time breakdown in percentage section
Section 2.7.1.2: The state section

CICS/TS Release 1.1 Performance Guide
Section 2.7.1.1: The response time breakdown in percentage section
Section 2.7.1.2: The state section

CICS/TS Release 1.2 Performance Guide
Section 2.7.1.1: The response time breakdown in percentage section
Section 2.7.1.2: The state section

CICS/TS Release 1.3 Performance Guide
Section 2.6.1.1: The response time breakdown in percentage section
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Section 2.6.1.2: The state section

CICS/TS for z/OS Release 2.1 Performance Guide: Chapter 8 (Managing
Workloads).

CICS/TS for z/OS Release 2.2 Problem Determination Guide: Section |
2.3.3.6.7 (The meanings of the WLM_WAIT_TYPE parameter) |

©Copyright 1994, Computer Management Sciences, Inc. Revised: October, 2003 RUIe WLM1 284



Rule WLM129: Significant transaction time was in Waiting for Session

(Network) state

Finding:

Impact:

Logic flow:

Discussion:

A significant amount of the transaction response time for the service class
missing its performance goal was spent in the Waiting for Session
(Network) state. This finding applies to service classes that are part of a
subsystem (e.g., CICS transactions).

This finding has MEDIUM IMPACT or HIGH IMPACT on performance of the
service class. The level of impact depends on the percent of transaction
response time spent in the Waiting for Session (Network) state.

The following rules cause this rule to be invoked:
Rule WLM104: Subsystem Service Class did not achieve average
response goal
Rule WLM105: Subsystem Service Class did not achieve percentile
response goal

When CPExpert produces Rule WLM104 or Rule WLM105 to indicate that
a subsystem service class did not achieve its performance goal, the logic
of these rules tries to identify the cause of the delay. The cause of the
delay initially is analyzed from the "served" service class view. The delays
from the served service class are reported by CICS (with CICS/ESA
Version 4.1 and later) or by IMS (with IMSVersion 5 or later). Interaction
with the Workload Manager is accomplished using the Workload
Management Services macros’.

CICS reports two separate views of the transactions: the begin to _end
phase and the execution phase®.

* Begin_to_end phase. The begin_to_end phase starts when CICS has
classified the transaction®. This action normally is done in a CICS
Terminal Owning Region (TOR).

"Please refer to Section 4 of this document for more detail about the Workload Management Services macros and how the
subsystems use these macros to exchange information with the Workload Manager.

2IMS Version 5 reports only execution phase samples.

3Classifying the transaction into a service class is done by the Workload Manager when the subsystem manager issues the
IWMCLSFY macro. Please refer to Section 4 for a more complete discussion of the subsystem work manager (e.g., CICS)
interaction with the Workload Manager.
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* Execution phase. The execution phase starts when either CICS or IMS |
(Version 5 or later) has started an application task to process the |
transaction. For CICS, this normally is done in a CICS Application
Owning Region (AOR). For IMS, this is done in an IMS Message
Processing Region (MPR).

Within each phase, CICS or IMS report the "state" of the transaction, from
the view of CICS or IMS. The state of the transaction is reported in the
following categories*:

* Idle state. (Both CICS and IMS report this state. |

* Ready state. Only CICS reports this state.

Active state. Both CICS and IMS report this state.

Wait state. Both CICS and IMS report this state, but IMS provides only
Wait for 1/O state and Wait for Lock state.

Switched state. Only CICS reports this state.

If the subsystem supports work manager delay reporting, the delay
information is available in the "Work Manager/Resource Manger State
Section" of SMF Type 72 (Subtype 3) records. When a transaction service
class fails to achieve its performance goal, CPExpert analyzes the
information to identify the primary and secondary causes of delay.

The Wait state indicates that a task in support of the transaction was waiting

on some activity. The Wait state is broken into several categories: waiting
for lock, waiting for 1/O, waiting for conversation, waiting for distributed
request, waiting for a session to be established (locally, somewhere in the
network, or somewhere in the sysplex), waiting for a timer, waiting for
another product, waiting for a new latch, waiting for SSL thread, waiting for |
regular thread, waiting for work table, or waiting for an unidentified |
resource.

CICS reports the time when a work unit (that is, a task in support of a
transaction) was waiting for a session to be established with another CICS
region somewhere in the network. This finding should occur only when
regions are started.

CPExpert produces Rule WLM129 when the primary or secondary cause
of delay was that the transaction service class was in the Waiting for
Session (Network) state for a significant percent of its response time.

“Please refer to Section 4 of this document for a more comprehensive discussion of the transaction states and the interaction
between the subsystem (CICS or IMS) and the Workload Manager.
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The following example illustrates the output from Rule WLM129:

RULE WLM129: SIGNIFICANT TRANSACTION TIME WAS WAITING, NETWORK SESSION

A significant amount of the transaction response time for CICUSERF Service
Class was spent waiting for the establishment of an ISC (InterSystem
Communication) session with another CICS region. The other CICS region
may or may not be in the same MVS image in the sysplex. This finding
should occur only when regions are started. There may be operational
problems or CICS region integrity problems if this finding occurs at

other times. If this finding regularly occurs, and you determine that
operational problems are not the cause, please call Computer Management
Sciences, Inc. so we can investigate the cause.

Suggestion: This finding should not occur except during intervals when CICS regions are
started. Sessions normally are established for prolonged periods.

If this finding occurs for a production environment, perhaps there are
operational problems or there may be CICS region integrity problems.

If you have licensed the CICS Component of CPExpert, you should run the
CICS Component to analyze problems and potential problems with the
CICS regions involved.

If this finding does occur for a production environment and you determine
that there are no operational problems, please call Computer Management
Sciences so we can investigate the cause.

Reference: CICS/ESA Version 4.1 Performance Guide
Section 2.7.1.1: The response time breakdown in percentage section
Section 2.7.1.2: The state section

CICS/TS Release 1.1 Performance Guide
Section 2.7.1.1: The response time breakdown in percentage section
Section 2.7.1.2: The state section

CICS/TS Release 1.2 Performance Guide
Section 2.7.1.1: The response time breakdown in percentage section
Section 2.7.1.2: The state section

CICS/TS Release 1.3 Performance Guide
Section 2.6.1.1: The response time breakdown in percentage section
Section 2.6.1.2: The state section

CICS/TS for z/OS Release 2.1 Performance Guide: Chapter 8 (Managing
Workloads).
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CICS/TS for z/OS Release 2.2 Problem Determination Guide: Section
2.3.3.6.7 (The meanings of the WLM_WAIT_TYPE parameter)
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Rule WLM130: Significant transaction time was in Waiting for Timer state

Finding:

Impact:

Logic flow:

Discussion:

A significant amount of the transaction response time for the service class
missing its performance goal was spent in the Waiting for Timer state. This
finding applies to service classes that are part of a subsystem (e.g., CICS
transactions).

This finding has MEDIUM IMPACT or HIGH IMPACT on performance of the
service class. The level of impact depends on the percent of transaction
response time spent in the Waiting for Timer state.

The following rules cause this rule to be invoked:
Rule WLM104:  Subsystem Service Class did not achieve average
response goal
Rule WLM105: Subsystem Service Class did not achieve percentile
response goal

When CPExpert produces Rule WLM104 or Rule WLM105 to indicate that
a subsystem service class did not achieve its performance goal, the logic
of these rules tries to identify the cause of the delay. The cause of the
delay initially is analyzed from the "served" service class view. The delays
from the served service class are reported by CICS (with CICS/ESA
Version 4.1 and later) or by IMS (with IMSVersion 5 or later). Interaction
with the Workload Manager is accomplished using the Workload
Management Services macros’.

CICS reports two separate views of the transactions: the begin_to_end
phase and the execution phase?.

* Begin_to_end phase. The begin_to_end phase starts when CICS has
classified the transaction®. This action normally is done in a CICS
Terminal Owning Region (TOR).

+ Execution phase. The execution phase starts when either CICS or IMS
(Version 5 or later) has started an application task to process the

"Please refer to Section 4 of this document for more detail about the Workload Management Services macros and how the
subsystems use these macros to exchange information with the Workload Manager.

2IMS Version 5 reports only execution phase samples.

3Classifying the transaction into a service class is done by the Workload Manager when the subsystem manager issues the
IWMCLSFY macro. Please refer to Section 4 for a more complete discussion of the subsystem work manager (e.g., CICS)
interaction with the Workload Manager.

©Copyright 1994, Computer Management Sciences, Inc. Revised: October, 2003 RUIe WLM1 301



transaction. For CICS, this normally is done in a CICS Application
Owning Region (AOR). For IMS, this is done in an IMS Message
Processing Region (MPR).

Within each phase, CICS or IMS report the "state" of the transaction, from
the view of CICS or IMS. The state of the transaction is reported in the
following categories*:

* Idle state. (Both CICS and IMS report this state.

* Ready state. Only CICS reports this state.

Active state. Both CICS and IMS report this state.

Wait state. Both CICS and IMS report this state, but IMS provides only
Wait for 1/O state and Wait for Lock state.

Switched state. Only CICS reports this state.

If the subsystem supports work manager delay reporting, the delay
information is available in the "Work Manager/Resource Manger State
Section" of SMF Type 72 (Subtype 3) records. When a transaction service
class fails to achieve its performance goal, CPExpert analyzes the
information to identify the primary and secondary causes of delay.

The Wait state indicates that a task in support of the transaction was waiting
on some activity. The Wait state is broken into several categories: waiting
for lock, waiting for 1/O, waiting for conversation, waiting for distributed
request, waiting for a session to be established (locally, somewhere in the
network, or somewhere in the sysplex), waiting for a timer, waiting for
another product, waiting for a new latch, waiting for SSL thread, waiting for
regular thread, waiting for work table, or waiting for an unidentified
resource.

CICS reports the time when a work unit (that is, a task in support of a
transaction) was waiting for a timer to expire or for an interval control event
to complete. These timer delays normally occur when an application had
issued an EXEC CICS DELAY command or EXEC CICS WAIT EVENT
command.

CPExpert produces Rule WLM130 when the primary or secondary cause
of delay was that the transaction service class was in the Waiting for Timer
state for a significant percent of its response time.

“Please refer to Section 4 of this document for a more comprehensive discussion of the transaction states and the interaction
between the subsystem (CICS or IMS) and the Workload Manager.

©Copyright 1994, Computer Management Sciences, Inc. Revised: October, 2003 RUIe WLM1 302



Suggestion:

Reference:

The following example illustrates the output from Rule WLM130:

RULE WLM130: SIGNIFICANT TRANSACTION TIME WAS WAITING FOR TIMER

A significant amount of the transaction response time for CICUSERA Service
Class was spent waiting for a timer event or an interval control event

to complete. For example, an application had issued an EXEC CICS DELAY
or EXEC CICS WAIT EVENT command. If this finding occurs often, CPExpert
suggests that these transactions be identified and placed into their

own service class. Tasks that spend a significant amount of time

waiting for timer expiration normally should not be included in a

service class with response performance objectives.

If this finding occurs often, CPExpert suggests that you consider the
following alternatives:

Identify the transactions that cause the Wait for Timer delay. You should
consider placing these transactions into their own service class, as it
usually is inappropriate for transactions that wait for a timer to be in a
service class with other transactions.

Alternatively, you may wish to review the performance goal associated
with these transactions. It is possible that the transactions have been
placed into their own service class, but the performance goal associated
with the service class does not adequately account for the timer delays.
Since timer delays are typically an application-related function, you may
wish to revise the performance goal to account for longer delays.

Alternatively, the applications may have issued a timer delay because of
the unavailability of some CICS resource. You may wish to review the
application to determine the cause of the timer delay and whether the
delay can be reduced.

CICS/ESA Version 4.1 Performance Guide

Section 2.7.1.1: The response time breakdown in percentage section
Section 2.7.1.2: The state section

CICS/TS Release 1.1 Performance Guide

Section 2.7.1.1: The response time breakdown in percentage section
Section 2.7.1.2: The state section

CICS/TS Release 1.2 Performance Guide

Section 2.7.1.1: The response time breakdown in percentage section
Section 2.7.1.2: The state section

CICS/TS Release 1.3 Performance Guide
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Section 2.6.1.1: The response time breakdown in percentage section
Section 2.6.1.2: The state section

CICS/TS for z/OS Release 2.1 Performance Guide: Chapter 8 (Managing
Workloads). |

CICS/TS for z/OS Release 2.2 Problem Determination Guide: Section |
2.3.3.6.7 (The meanings of the WLM_WAIT_TYPE parameter) |

CICS/TS for z/OS Release 2.2 Problem Determination Guide: Section |
2.3.3.7 (The resources on which tasks in a CICS system can wait) |
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Rule WLM131: Significant transaction time was in Waiting for Another

Product state

Finding:

Impact:

Logic flow:

Discussion:

A significant amount of the transaction response time for the service class
missing its performance goal was spent in the Waiting for Another Product
state. This finding applies to service classes that are part of a subsystem
(e.g., CICS transactions).

This finding has MEDIUM IMPACT or HIGH IMPACT on performance of the
service class. The level of impact depends on the percent of transaction
response time spent in the Waiting for Another Product state.

The following rules cause this rule to be invoked:
Rule WLM104: Subsystem Service Class did not achieve average
response goal
Rule WLM105: Subsystem Service Class did not achieve percentile
response goal

When CPExpert produces Rule WLM104 or Rule WLM105 to indicate that
a subsystem service class did not achieve its performance goal, the logic
of these rules tries to identify the cause of the delay. The cause of the
delay initially is analyzed from the "served" service class view. The delays
from the served service class are reported by CICS (with CICS/ESA
Version 4.1 and later) or by IMS (with IMSVersion 5 or later). Interaction
with the Workload Manager is accomplished using the Workload
Management Services macros’.

CICS reports two separate views of the transactions: the begin to _end
phase and the execution phase®.

* Begin_to_end phase. The begin_to_end phase starts when CICS has
classified the transaction®. This action normally is done in a CICS
Terminal Owning Region (TOR).

"Please refer to Section 4 of this document for more detail about the Workload Management Services macros and how the
subsystems use these macros to exchange information with the Workload Manager.

2IMS Version 5 reports only execution phase samples.

3Classifying the transaction into a service class is done by the Workload Manager when the subsystem manager issues the
IWMCLSFY macro. Please refer to Section 4 for a more complete discussion of the subsystem work manager (e.g., CICS)
interaction with the Workload Manager.
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* Execution phase. The execution phase starts when either CICS or IMS |
(Version 5 or later) has started an application task to process the |
transaction. For CICS, this normally is done in a CICS Application
Owning Region (AOR). For IMS, this is done in an IMS Message
Processing Region (MPR).

Within each phase, CICS or IMS report the "state" of the transaction, from
the view of CICS or IMS. The state of the transaction is reported in the
following categories*:

* Idle state. (Both CICS and IMS report this state. |

* Ready state. Only CICS reports this state.

Active state. Both CICS and IMS report this state.

Wait state. Both CICS and IMS report this state, but IMS provides only
Wait for 1/O state and Wait for Lock state.

Switched state. Only CICS reports this state.

If the subsystem supports work manager delay reporting, the delay
information is available in the "Work Manager/Resource Manger State
Section" of SMF Type 72 (Subtype 3) records. When a transaction service
class fails to achieve its performance goal, CPExpert analyzes the
information to identify the primary and secondary causes of delay.

The Wait state indicates that a task in support of the transaction was waiting

on some activity. The Wait state is broken into several categories: waiting
for lock, waiting for 1/O, waiting for conversation, waiting for distributed
request, waiting for a session to be established (locally, somewhere in the
network, or somewhere in the sysplex), waiting for a timer, waiting for
another product, waiting for a new latch, waiting for SSL thread, waiting for |
regular thread, waiting for work table, or waiting for an unidentified |
resource.

CICS reports the time when a work unit (that is, a task in support of a
transaction) was waiting for another product. The information provided by
RMF does not identify the other product, but the product usually is DBCTL
or DB2.

“Please refer to Section 4 of this document for a more comprehensive discussion of the transaction states and the interaction
between the subsystem (CICS or IMS) and the Workload Manager.
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CPExpert produces Rule WLM131 when the primary or secondary cause |
of delay was that the transaction service class was in the Waiting for
Another Product state for a significant percent of its response time.

The following example illustrates the output from Rule WLM131:

RULE WLM131: SIGNIFICANT TRANSACTION TIME WAS WAITING, ANOTHER PRODUCT

A significant amount of the transaction response time for CICSAMP Service
Class was spent waiting for another product. The information provided
by RMF does not identify the other product, but the product usually is
DBCTL or DB2. If this finding regularly occurs, you may wish to review
the products used by these CICS tasks to determine whether their delays
can be reduced.

Suggestion: If this finding occurs often, CPExpert suggests that you review the products
used by the service class. These products typically will be DBCTL or DB2.
If the delay is significant, you may be able to achieve the performance goals
for the service class only if the performance of the other product can be
improved.

Reference: CICS/ESA Version 4.1 Performance Guide
Section 2.7.1.1: The response time breakdown in percentage section
Section 2.7.1.2: The state section

CICS/TS Release 1.1 Performance Guide
Section 2.7.1.1: The response time breakdown in percentage section
Section 2.7.1.2: The state section

CICS/TS Release 1.2 Performance Guide
Section 2.7.1.1: The response time breakdown in percentage section
Section 2.7.1.2: The state section

CICS/TS Release 1.3 Performance Guide
Section 2.6.1.1: The response time breakdown in percentage section
Section 2.6.1.2: The state section

CICS/TS for z/OS Release 2.1 Performance Guide: Chapter 8 (Managing
Workloads)

CICS/TS for z/OS Release 2.2 Problem Determination Guide: Section
2.3.3.6.7 (The meanings of the WLM_WAIT_TYPE parameter)

CICS/TS for z/OS Release 2.2 Problem Determination Guide: Section
2.3.3.7 (The resources on which tasks in a CICS system can wait)
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Rule WLM132: Significant transaction time was in Waiting (Miscellaneous)

state

Finding:

Impact:

Logic flow:

Discussion:

A significant amount of the transaction response time for the service class
missing its performance goal was spent in the Waiting (Miscellaneous)
state. This finding applies to service classes that are part of a subsystem
(e.g., CICS transactions).

This finding has MEDIUM IMPACT or HIGH IMPACT on performance of the
service class. The level of impact depends on the percent of transaction
response time spent in the Waiting (Miscellaneous) state.

The following rules cause this rule to be invoked:
Rule WLM104: Subsystem Service Class did not achieve average
response goal
Rule WLM105: Subsystem Service Class did not achieve percentile
response goal

When CPExpert produces Rule WLM104 or Rule WLM105 to indicate that
a subsystem service class did not achieve its performance goal, the logic
of these rules tries to identify the cause of the delay. The cause of the
delay initially is analyzed from the "served" service class view. The delays
from the served service class are reported by CICS (with CICS/ESA
Version 4.1 and later) or by IMS (with IMSVersion 5 or later). Interaction
with the Workload Manager is accomplished using the Workload
Management Services macros’.

CICS reports two separate views of the transactions: the begin to _end
phase and the execution phase®.

* Begin_to_end phase. The begin_to_end phase starts when CICS has
classified the transaction®. This action normally is done in a CICS
Terminal Owning Region (TOR).

"Please refer to Section 4 of this document for more detail about the Workload Management Services macros and how the
subsystems use these macros to exchange information with the Workload Manager.

2IMS Version 5 reports only execution phase samples.

3Classifying the transaction into a service class is done by the Workload Manager when the subsystem manager issues the
IWMCLSFY macro. Please refer to Section 4 for a more complete discussion of the subsystem work manager (e.g., CICS)
interaction with the Workload Manager.
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* Execution phase. The execution phase starts when either CICS or IMS |
(Version 5 or later) has started an application task to process the |
transaction. For CICS, this normally is done in a CICS Application
Owning Region (AOR). For IMS, this is done in an IMS Message
Processing Region (MPR).

Within each phase, CICS or IMS report the "state" of the transaction, from
the view of CICS or IMS. The state of the transaction is reported in the
following categories*:

* Idle state. (Both CICS and IMS report this state. |

* Ready state. Only CICS reports this state.

Active state. Both CICS and IMS report this state.

Wait state. Both CICS and IMS report this state, but IMS provides only
Wait for 1/O state and Wait for Lock state.

Switched state. Only CICS reports this state.

If the subsystem supports work manager delay reporting, the delay
information is available in the "Work Manager/Resource Manger State
Section" of SMF Type 72 (Subtype 3) records. When a transaction service
class fails to achieve its performance goal, CPExpert analyzes the
information to identify the primary and secondary causes of delay.

The Wait state indicates that a task in support of the transaction was waiting

on some activity. The Wait state is broken into several categories: waiting
for lock, waiting for 1/O, waiting for conversation, waiting for distributed
request, waiting for a session to be established (locally, somewhere in the
network, or somewhere in the sysplex), waiting for a timer, waiting for
another product, waiting for a new latch, waiting for SSL thread, waiting for |
regular thread, waiting for work table, or waiting for an unidentified |
resource.

CICS reports the time when a work unit (that is, a task in support of a
transaction) was waiting, broken into ten separate categories. Nine of the
waiting categories are specific (e.g., Waiting for I/O). The tenth category is
the "Miscellaneous Wait" category, used when CICS does not identify the
specific reason for the wait delay.

“Please refer to Section 4 of this document for a more comprehensive discussion of the transaction states and the interaction
between the subsystem (CICS or IMS) and the Workload Manager.
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Suggestion:

The initial versions of CICS documentation simply described the
"Miscellaneous Wait" category as being wait for unidentified reasons. In
revisions to the documents, IBM has provided detailed information about
the Workload Manager Miscellaneous Wait types used by CICS.

CPExpert produces Rule WLM132 when the primary or secondary cause
of delay was that the transaction service class was in the Waiting
(Miscellaneous) state for a significant percent of its response time.

The following example illustrates the output from Rule WLM132:

RULE WLM132: SIGNIFICANT TRANSACTION TIME WAS WAITING, MISCELLANEOUS

A significant amount of the transaction response time for the CICSPROD
Service Class was spent waiting for reasons that were not identified

by CICS. Please refer to the description of Rule WLM132 for a discussion
of the CICS Miscellaneous Wait categories, how to determine which CICS
Miscellaneous Waits occur on your system, and how to reduce these waits.

IBM has provided detailed information about the Workload Manager
Miscellaneous Wait types used by CICS. Exhibit WLM132-1 shows the
resources that a suspended task might be waiting on for the Workload
Manager Miscellaneous Wait type.

As shown in Exhibit WLM132-1, there are twelve reasons that CICS
provides the Workload Manager with a Miscellaneous Wait.

» CICS system task waits. CICS system task waits occur (1) as a natural
result of the CICS system tasks or (2) because of a system error
preventing the system task from resuming.

* Many system tasks enter a wait state as a natural result of their
operation.

* For example, the DFHSMSY module of the storage manager
domain might stay suspended for a prolonged time (i.e., minutes,
or even hours). The purpose of the DFHSMSY module is to clean
up storage when significant changes occur in the amount being
used. This situation would happen infrequently in a production
system running well within its planned capacity, but the situation
can occur.

+ Some system tasks perform many I/O operations. These I/O
operations are subject to I/0O constraints such as string availability,
and volume and data set locking. In the case of tape volumes, the
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tasks can also be dependent on operator action while new
volumes are mounted.
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TYPE OF WAIT

CICS system task
CICS system task
CICS system task
CICS system task
CICS system task
CICS system task
CICS system task
CICS system task
CICS system task
CICS system task
CICS system task
CICS system task
CICS system task
CICS system task
CICS system task
CICS system task
CICS system task
CICS system task
CICS system task
EDF waits

Front End Programming waits
Front End Programming waits
Interval control waits
Interval control waits

control
control
control
control
control
control

Storage wait
Storage wait
Storage wait
Storage wait
Storage wait
Storage wait
Storage wait
Storage wait
Storage wait
Task control
Task control
Task control
Task control
Task control

s

s

s

s

s

s

s

s

s
wai
wai
wai
wai
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waits
waits
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waits
waits
waits
waits
waits
waits
waits
waits

waits
waits
waits
waits
waits
waits

ts
ts
ts
ts
ts

Temporary storage wait
Transient data waits

User waits
User waits
VTAM waits
VTAM waits
VTAM waits
XRF waits

TYPE OF TASK

System task
System task
System task
System task
System task
System task
System task
System task
System task
System task
System task
System task
System task
System task
System task
System task
System task
System task
System task

User
User
CSZI
User
User
User
User
User
User
User
User
User
User
User
User
User
User
User
User
User
User
User
User
User
User
User
User
User
User
User
User
User
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task

task
task
task
task
task
task
task
task
task
task
task
task
task
task
task
task
task
task
task
task
task
task
task
task
task
task
task
task
task
task

RESOURCE
TYPE

(none)
AP _INIT
AP _INIT
AP_INIT
AP _INIT
AP QUIES
AP QUIES
DBDXEQOT
DBDXINT
DFHATIN
DFHCPIN
DFHPRIN
DFHSIPLT
FCINWAIT
JCINITN
STARTUP
SUBTASK
SUCNSOLE
TCP_SHUT
EDF
ADAPTER
FEPRM
ICGTWAIT
ICWAIT
JASUBTAS
JCBUFFER
JCDETACH
JCREADY
JCREADY
JCREADY
CDSA
ECDSA
ERDSA
ESDSA
ESDSA
EUDSA
RDSA
SDSA
UDSA
EKCWAIT
KCCOMPAT
KCCOMPAT
KCCOMPAT
KCCOMPAT
TSAUX

TD INIT
FOREVER
USERWAIT
ZCIOWAIT
ZCZGET
ZCZNAC
XRPUTMSG

RESOURCE
NAME

DMWTQUEU
CSADLECB
ECBTCP
SIPDMTEC
TCTVCECB
CSASSIZ2
SHUTECB
(none)
(none)
ATITM

CPI

PRM
EARLYPLT
STATIC
JOURNALS
TSMCPECB
SISUBECB
WTO
DFHZDSP
DBUGUSER
FEPI RQE
SZRDP
terminal ID

terminal ID
JASTMECB
JCTBAECB
SUBTASK
JCTXAECB
JCTXBECB
JCTXXECB
(none)
(none
(none
(none
(none
(none
(none
(none
(none
SINGLE
LIST
SINGLE
SUSPEND
TERMINAL
(none)
DCT
DFHXMTA
ECB
DFHZARER
DFHZARLZ2
DFHZARL3
message_ Q

)
)
)
)
)
)
)
)

SUSPENDING
MODULE

DFHDMWQ
DFHSII1
DFHAPSIP
DFHAPSTIP
DFHSII1
DFHSTP
DFHSTP
DFHDXSTM
DFHXSTM
DFHATIIN1
DFHCPINL
DFHPRIN1
DFHSII1
DFHFCIN1
DFHJCP
DFHRCRP
DFHRCRP
DFHSUWT
DFHZDSP
DFHEDFX
DFHSZATR
DFHSZRDP
DFHICP
DFHICP
DFHJCSDJ
DFHJCSDJ
DFHJCSDJ
DFHJCO
DFHJCO
DFHJCO
DFHSMSQ
DFHSMSQ
DFHSMSQ
DFHSMSQ
DFHSMSQ
DFHSMSQ
DFHSMSQ
DFHSMSQ
DFHSMSQ
DFHEKC
DFHXCPA
DFHXCPA
DFHXCPA
DFHXCPA
DFHTSP
DFHTDA
DFHXMTA
list
DFHZARER
DFHZARL
DFHZARL
DEFHWMQP

Exhibit WLM132-1

CICS MISCELLANEOUS WAITS
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You should consider placing CICS system tasks into a single service
class. IBM suggests that you not mix CICS-supplied transactions in
a service class with user transactions.

* You should contact your IBM support center if a system task is in a
wait state, and there is a system error preventing it from resuming.

» Execution Diagnostic Facility (EDF) waits. The EDF waits are a
natural result of using the Execution Diagnostic Facility.

The EDF waits should not occur in a CICS production region. EDF waits
would not be a cause for concern in a CICS test region, as they are
programmer-generated.

* Front End Programming waits. There are two types of Front End
Programming waits from the view of CICS: (1) a wait for the FEPI_RQE
resource and (2) a wait for the SCRDP resource.

* The wait for the FEPI_RQE resource is issued in the FEPI adapter
when a FEPI command is passed to the Resource Manager for
processing. The Wait ends when the Resource Manager has
processed the request. It is possible for a FEPI_RQE wait to be
outstanding for a long time (for example, when awaiting a flow from
the back-end system that is delayed due to network traffic). IBM
recommends that you not cancel tasks that are waiting at this point;
to do so could lead to severe application problems.

» The wait for the SCRDP resource is issued by the CSZ| task in the
FEPI Resource Manager when it has no work to do. The wait ends
when work arrives (from either the FEPI adapter or a VTAM exit).

An SZRDP wait is generated when the FEPI Resource Manager is
idle. Consequently, the SZ TCB is also inactive. On lightly loaded
systems, this occurs frequently.

The Dispatcher Domain Statistics part of the CICS interval statistics
contain information that can be analyzed to determine whether the WLM
Miscellaneous Wait was likely caused by a Front End Programming wait.
There are Dispatcher Domain Statistics for each TCB; TCB 4 is the
secondary LU TCB and is present if FEPI=YES was specified in the
System Initialization Table. Within TCB 4 statistics, the DSGTWT field
holds the accumulated real time that the CICS region was in a MVS wait
for the Front End Programming TCB.

If the DSGTWT value is small, you can be reasonably sure that the WLM
Miscellaneous waits were not caused by Front End Programming waits.
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If the DSGTWT value is relatively large, it is possible that the WLM
Miscellaneous waits were caused by Front End Programming waits.
Unfortunately, there is no way to determine whether a task suspended for
a Front End Programming Wait actually was in the service class missing
its performance goal. However, some tasks in the CICS region are
encountering Front End Programming Waits if the DSGTWT value is
relatively large and you may wish to take action.

The CICS/ESA Front End Programming Interface User Guide (see
References) should be consulted regarding improving the performance
of the Front End Programming interface.

Additionally, you should consider placing CICS system tasks into a single
service class. IBM suggests that you not mix CICS-supplied transactions
in a service class with user transactions.

* Interval Control waits. Interval Control waits are caused by user tasks.

You should review the "Interval Control Waits" part of Section 2.3: Dealing
with waits (Bookmanager document) of the CICS/ESA Version 4.1
Problem Determination Guide.

» Journal Control waits. CICS Journal Control provides the Workload
Manager with a Miscellaneous Wait for four resource types: JASUBTAS,
JCBUFFER, JCDETACH, and JCREADY.

« JASUBTAS. The purpose of the wait for the JASUBTAS resource is
to delay shutdown until the JASP subtask has completely submitted
all the archiving jobs of those journals needing to be archived.

 JCBUFFER. If the resource type is JCBUFFER, with resource name
JCTBAECSB, the task that has requested shutdown is waiting for the
journaling task to flush the buffer, close the journal, and terminate
itself.

« JCDETACH: A task that has requested shutdown can be made to
wait on the detaching of the journal subtask from the operating
system.

- JCREADY. Workload Manager Miscellaneous Waits for the
JCREADY resource type occur during archiving. CICS writes to a
second data set while archiving the first data set either tape or disk.
The first data set is not reused until archiving is complete and the
operator has responded to message DFHJC4583. If the operator has
not responded before the second journal data set is full, the JCT
PAUSE option causes logging to cease until the operator has
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responded. User tasks are made to wait on resource type JCREADY
when no operator reply has been received to message DFHJC4583,
and message DFHJC4584 has subsequently been issued.

Workload Manager Miscellaneous Waits for the first three Journal Control
resource types occur only during shutdown, and should not cause a
service class to miss its performance goal.

Workload Manager Miscellaneous Waits for the JCREADY resource type
could cause serious performance problems if the operator does not
respond to message DFHJC4583 in a timely manner.

The Journal Control Statistics part of the CICS interval statistics contain
information that can be analyzed to determine whether the WLM
Miscellaneous Wait was likely caused by CICS having to wait for the
archive job. The field A13WAC is a count of the number of times CICS
had to wait for a particular journal because the archive job had not
completed at the time it was needed.

« |If the A13WAC field is zero, you can be sure that the WLM
Miscellaneous waits were not caused by Journal Control archiving.

« If the A13WAC value is non-zero, CPExpert suggests that you
determine why message DFHJC4583 was not responded to in a
timely manner. While it is uncertain that the operator response
caused problems with the service class missing its performance goal,
tasks are suspended because of archiving problems. You should take
action to correct the problem.

Alternatively, you can execute the CICS Component of CPExpert against
the CICS region(s) serving the service class missing its performance
goal. The CICS Component will analyze the CICS interval statistics to
identify performance problems.

» Storage waits. Storage waits occur when a task is waiting for any of the
resource types CDSA, UDSA, ECDSA, EUDSA, ERDSA, SDSA, ESDSA,
or RDSA. Waits on these resources occur when tasks make
unconditional storage requests (SUSPEND=YES) that cannot be
satisfied®. Storage requests below the 16MB line wait for CDSA, UDSA,
SDSA, or RDSA. Storage requests above the line 16MB line wait for
ECDSA, EUDSA, ESDSA, or ERDSA.

Note that, if conditional requests are made (SUSPEND=NO), tasks are not suspended on these resources, and a miscellaneous
wait would not be provided to the Workload Manager.
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CICS automatically takes steps to relieve storage when it is under stress.
For example, CICS would release storage occupied by programs whose
current use count is zero.

The most likely reasons for extended waits on storage requests are:

 The task has issued an unconditional GETMAIN request for an
unreasonably large amount of storage.

« The task has issued an unconditional GETMAIN request for a
reasonable amount of storage, but the CICS region is approaching a
short-on-storage (SOS) condition.

« The task has issued an unconditional GETMAIN request for a
reasonable amount of storage, but storage in the CICS region could
have become too fragmented for the request to be satisfied.

The Storage Manager Statistics part of the CICS interval statistics contain
information that can be analyzed to determine whether the WLM
Miscellaneous Wait was likely caused by a storage wait. The field
SMSUCSS is a count of the number of times a task was suspended
because of insufficient storage to satisfy the request at the moment.

* If the SMSUCSS value is zero, you can be sure that the WLM
Miscellaneous waits were not caused by storage waits.

* If the SMSUCSS value is non-zero, it is possible that the WLM
YMiscellaneous waits were caused by storage waits. Unfortunately,
there is no way to determine whether a task suspended for storage
constraint actually was in the service class missing its performance
goal. However, tasks in the CICS region are encountering waits for
storage if the SMSUCSS value is non-zero, and you should normally
consider action. Further, the waiting task may be automatically
purged® if it has waited for storage longer than the deadlock time-out
parameter specified in the installed transaction definition.

If the SMSUCSS value is non-zero, CPExpert suggests that you
review the suggested actions beginning on page 171 of the IBM CICS
Verson 4.1 Performance Guide. These actions provide a checklist for
reducing the virtual storage requirements above and below the 16MD
line.

Alternatively, you can execute the CICS Component of CPExpert against
the CICS region(s) serving the service class missing its performance

SCertain conditions prevent purging of a task (as examples, a deadlock time-out value of 0, or a specification of SPURGE(NO)).
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goal. The CICS Component will analyze the CICS interval statistics to
identify performance problems.

* Task Control waits. The CICS Transaction Manager provides the
Workload Manager with a Miscellaneous Wait when a task is waiting on
a resource type of KCCOMPAT, and the task has been suspended by the
Transaction Manager. Additionally, CICS Task Control provides the
Workload Manager with a Miscellaneous Wait when a task is waiting on
a resource type of EKCWAIT and has been suspended by Task Control.

* The Miscellaneous Wait type is issued by the Transaction Manager
when the task is suspended after issuing one of three macro calls:

« A DFHKC TYPE=WAIT,DCI=LIST macro call was issued. The
task is waiting for any ECB in a list of ECBs to be posted, after
which the task may be resumed.

« A DFHKC TYPE=WAIT,DCI=SINGLE macro call was issued. The
task is waiting for a single ECB to be posted, after which the task
may be resumed.

« A DFHKC TYPE=WAIT,DCI=TERMINAL macro call was issued.
CICS has suspended the task. The task is waiting for terminal I/O
to complete, after which the task may be resumed.

» The Miscellaneous Wait type is issued by Task Control when the task
is suspended on a resource type of EKCWAIT after issuing an EXEC
CICS WAIT EVENT command. Task Control waits tend to be
application-dependent. You should review the "Task Control Waits"
part of Section 2.3: Dealing with waits (Bookmanager document) of
the CICS/ESA Version 4.1 Problem Determination Guide.

» Temporary Storage Waits. Temporary storage is a scratchpad facility
that is heavily used in many systems. Temporary storage exists in either
main storage above the 16MB line (ECDSA), or auxiliary storage in a
VSAM-managed data set. Temporary storage waits are related to
temporary storage existing in auxiliary storage.

A task is forced to wait on temporary storage in auxiliary storage if the
task has made an unconditional request for temporary storage, and the
request cannot be met because insufficient auxiliary storage is available

There are two likely reasons why a task might be suspended waiting for
temporary storage:
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» The task has issued a request requiring too large a piece of temporary
storage.

* The task has issued a request requiring a reasonable amount of
temporary storage, but there is too little available. This could indicate
that the amount of auxiliary storage is becoming exhausted.
Alternatively, there could be a relatively large amount of auxiliary
storage available, but the storage is too fragmented for the request to
be satisfied.

The Temporary Storage Statistics part of the CICS interval statistics
contain information that can be analyzed to determine whether the WLM
Miscellaneous Wait was likely caused by a Temporary Storage wait. The
field A12STAS8F field is a count of the number of times a task was
suspended or had been abended because auxiliary storage had been
exhausted.

« |If the A12STAS8F value is zero, you can be sure that the WLM
Miscellaneous waits were not caused by Temporary Storage waits.

« |If the A12STAS8F value is non-zero, it is possible that the WLM
Miscellaneous waits were caused by Temporary Storage waits.
Unfortunately, there is no way to determine whether a task suspended
for Temporary Storage constraint actually was in the service class
missing its performance goal. However, tasks in the CICS region are
encountering waits for Temporary Storage if the A12STAS8F value is
non-zero, and you should normally consider action. Further, the
waiting task may be automatically purged’ if it has waited for
temporary storage longer than the deadlock time-out parameter
specified in the installed transaction definition. Otherwise, it is not
purged, and is liable to be suspended indefinitely.

If the A12STA8F value is non-zero, CPExpert suggests that you
review the suggested actions beginning on page 289 of the IBM CICS
Verson 4.1 Performance Guide. These actions provide a checklist for
improving the performance of temporary storage residing on auxiliary
storage.

Alternatively, you can execute the CICS Component of CPExpert against
the CICS region(s) serving the service class missing its performance
goal. The CICS Component will analyze the CICS interval statistics to
identify performance problems.

Certain conditions prevent purging of a task (as examples, a deadlock time-out value of 0, or a specification of SPURGE(NO)).
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« Transient Data waits. Tasks issuing requests to read and write to
transient data destinations can be suspended for several reasons. The
reasons depend on the type of request being made, and whether the task
is attempting to access an extrapartition or an intrapartition queue. One
of the reasons a task is suspended is related to the TD_INIT resource
type, and occurs during system initialization.

A second stage PLT program being executed during system initialization
can issue a request for a resource that is not yet available, because the
component that services the request has not yet been initialized. If the
program issues a transient data request that cannot yet be serviced, it is
suspended on a resource type of TD_INIT with a resource name of DCT.
CICS provides the Workload Manager with a Miscellaneous Wait when
a task is waiting on the TD_INIT resource type.

Workload Manager Miscellaneous Waits for Transient Data occur only
during system initialization. These waits would not cause a service class
to miss its performance goal because the region has not yet begun
accepting transactions.

» User waits. CICS provides the Workload Manager with a Miscellaneous
Wait when a task is waiting on an ECB list posted by the user. User waits
are application dependent.

* VTAM waits. CICS provides the Workload Manager with a
Miscellaneous Wait when a task is waiting on three resource types:
ZCIOWAIT, ZCZGET, and ZCZNAC.

« The ZCIOWAIT resource type wait is caused by a task waiting on
terminal I/O.

 The ZCZGET resource type wait is caused with application request
logic for LU6.2 devices.

* The ZCZNAC resource type wait is for DFHZNAC to issue an error
message.

» XRF alternate system waits. CICS provides the Workload Manager with
a Miscellaneous Wait when a task is waiting caused by XRF alternative
system waits. The XRF takeover process is a major system event, and
you would not expect individual tasks to perform well during the takeover.

To summarize the above discussion, the most likely causes of Workload
Manager Miscellaneous Waits, during normal transaction processing, are:
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(1) CICS system task waits, (2) storage waits, (3) temporary storage waits,
and (4) application-dependent waits.

* You should consider placing CICS system tasks into a single service
class. IBM suggests that you not mix CICS-supplied transactions in a
service class with user transactions. Once this has been done, remaining
waits are likely to be related to SUSPENDED user tasks.

* You can examine CICS interval statistics to determine whether the
Miscellaneous Waits are related to storage waits or temporary storage
waits. The preceeding discussion describes the relevant fields in the
interval statistics. Alternatively, you can execute the CICS Component
of CPExpert against the CICS region(s) serving the service class missing
its performance goal. The CICS Component will analyze the CICS
interval statistics to identify performance problems.

* If you have taken the above actions and Miscellaneous Waits remain a
major cause of transaction delay during normal operations, the most likely
cause is application-dependent waits. You may wish to examine
applications to determine whether they cause the waits, or you may
simply ignore the waits.

Reference: CICS/ESA Version 4.1 Performance Guide
Section 2.7.1.1: The response time breakdown in percentage section

CICS/ESA Version 4.1 Problem Determination Guide)
Section 2.3: Dealing with waits

CICS/ESA Front End Programming Interface User Guide)
Section 2.4.2 (Performance) - system-related performance
Section 3.4.5.2 (Performance) - application-related performance

CICS/TS Release 1.1 Performance Guide
Section 2.7.1.1: The response time breakdown in percentage section

CICS/TS Release 1.1 Problem Determination Guide)
Section 2.3: Dealing with waits

CICS/TS Release 1.2 Performance Guide
Section 2.7.1.1: The response time breakdown in percentage section

CICS/TS Release 1.2 Problem Determination Guide)
Section 2.3: Dealing with waits
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Thanks:

CICS/TS Release 1.3 Performance Guide
Section 2.6.1.1: The response time breakdown in percentage section

CICS/TS Release 1.3 Problem Determination Guide)
Section 2.3: Dealing with waits

CICS/TS Front End Programming Interface User Guide
Section 2.4.2 (Performance) - system-related performance
Section 3.4.5.2 (Performance) - application-related performance

CICS/TS for z/OS Release 2.2 Problem Determination Guide: Section
2.3.3.6.7 (The meanings of the WLM_WAIT_TYPE parameter)

CICS/TS for z/OS Release 2.2 Problem Determination Guide: Section
2.3.3.7 (The resources on which tasks in a CICS system can wait)

CICS/TS for z/OS Release 2.2 Front End Programming Interface User Guide
Chapter 6: FEPI Performance
Chapter 14: Application Design (Performance)

Computer Management Sciences would like to recognize the efforts of the
IBM CICS/ESA Development Team, IBM United Kingdom Laboratories
(particularly Mr. Chris Baker) for providing detailed information about the
resources that a CICS task might be waiting on. Based on an informal
request to Chris at the August 1995 SHARE Technical Conference, IBM
revised its CICS Problem Determination Guide (see above reference) to
include a detailed itemization of the CICS waits. This invaluable information
allows CPExpert to provide a more comprehensive analysis of CICS delays.
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Rule WLM133: Significant transaction time was switched in sysplex

Finding:

Impact:

Logic flow:

Discussion:

A significant amount of the transaction response time for the service class
missing its performance goal was spent switched to another system in the
sysplex. This finding applies to service classes that are part of a subsystem
(e.g., CICS transactions).

This finding has MEDIUM IMPACT or HIGH IMPACT on performance of the
service class. The level of impact depends on the percent of transaction
response time spent switched to another system in the sysplex.

The following rules cause this rule to be invoked:
Rule WLM104:  Subsystem Service Class did not achieve average
response goal
Rule WLM105: Subsystem Service Class did not achieve percentile
response goal

When CPExpert produces Rule WLM104 or Rule WLM105 to indicate that
a subsystem service class did not achieve its performance goal, the logic
of these rules tries to identify the cause of the delay. The cause of the
delay initially is analyzed from the "served" service class view. The delays
from the served service class are reported by CICS (with CICS/ESA
Version 4.1 and later) or by IMS (with IMSVersion 5 or later). Interaction
with the Workload Manager is accomplished using the Workload
Management Services macros’.

CICS reports two separate views of the transactions: the begin_to_end
phase and the execution phase?.

* Begin_to_end phase. The begin_to_end phase starts when CICS has
classified the transaction®. This action normally is done in a CICS
Terminal Owning Region (TOR).

+ Execution phase. The execution phase starts when either CICS or IMS
(Version 5 or later) has started an application task to process the

"Please refer to Section 4 of this document for more detail about the Workload Management Services macros and how the
subsystems use these macros to exchange information with the Workload Manager.

2IMS Version 5 reports only execution phase samples.

3Classifying the transaction into a service class is done by the Workload Manager when the subsystem manager issues the
IWMCLSFY macro. Please refer to Section 4 for a more complete discussion of the subsystem work manager (e.g., CICS)
interaction with the Workload Manager.
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transaction. For CICS, this normally is done in a CICS Application
Owning Region (AOR). For IMS, this is done in an IMS Message
Processing Region (MPR).

Within each phase, CICS or IMS report the "state" of the transaction, from
the view of CICS or IMS. The state of the transaction is reported in the
following categories*:

* Idle state. (Both CICS and IMS report this state.

* Ready state. Only CICS reports this state.

Active state. Both CICS and IMS report this state.

Wait state. Both CICS and IMS report this state, but IMS provides only
Wait for 1/O state and Wait for Lock state.

Switched state. Only CICS reports this state.

If the subsystem supports work manager delay reporting, the delay
information is available in the "Work Manager/Resource Manger State
Section" of SMF Type 72 (Subtype 3) records. When a transaction service
class fails to achieve its performance goal, CPExpert analyzes the
information to identify the primary and secondary causes of delay.

The Switched state indicates that processing of the transaction had been
switched from the work manager (e.g., a CICS region) that was providing
information to the Workload Manager. The transaction could have been
switched to another CICS region (for example) in the same MVS image,
switched to another MVS image in the sysplex, or switched to somewhere
in the network.

» Switched in the MVS image. When the transaction is switched to
another subsystem in the same MVS image, the subsystem from which
the transaction is being shipped indicates that the monitoring environment
transaction is being transferred to another subsystem (another "server).
The receiving subsystem provides transaction delay information to the
Workload Manager.

CPEXxpert will acquire information about the server service class to which
the transaction is switched. The server information will be analyzed to
identify delays. If the server serves multiple transaction service classes,
CPEXxpert prorates the delays based on amount of service provided to the

“Please refer to Section 4 of this document for a more comprehensive discussion of the transaction states and the interaction
between the subsystem (CICS or IMS) and the Workload Manager.
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different transaction service classes (the service information is contained
in the R723SCS# variable in SMF TYPE 72 records). Other rules provide
information about delays when a transaction has been switched in the
MVS image (for example, Rule WLM120 to Rule WLM132 provide
information about the transaction delays. Rules WLM150-WLM152,
WLM210, WLM211, etc. provide information about the server executing
in the same MVS image.)

« Switched in the sysplex. When the transaction is switched to or
switched to another MVS image in the sysplex, the subsystem from which
the transaction is being shipped indicates that the monitoring environment
transaction is being transferred to another subsystem. The receiving
subsystem on the new MVS image provides transaction delay information
to the Workload Manager.

CPEXxpert will acquire information about the server service class to which
the transaction is switched. The server information will be analyzed to
identify delays.

One unfortunate aspect of the information is that there is no way to relate
delays to a server with the system on which the transaction originated.
For example, a CICSRGN server service class on SYSA might provide
service to several transaction service classes, both those originating on
SYSA and those shipped from a number of other MVS images.

There is no way to relate the delays in CICSRGN with the transaction
service classes and the MVS images on which they originate.

CPExpert provides Rule WLM133 when a significant amount of
transaction delay can be attributed to the "switched in the sysplex" state.
Rule WLM133 is provided to alert you to the possibility that the server
analysis is flawed.

« Switched in the network. If the transaction is switched somewhere in
the network. the Workload Manager has no more information about the
status of the transaction; it is simply "switched in the network" from the
Workload Manager's view.

CPExpert provides Rule WLM134 when a significant amount of
transaction delay can be attributed to the "switched in the sysplex" state.
Rule WLM134 is provided to explain why further analysis is not possible.

CPExpert produces Rule WLM133 when the primary or secondary cause
of delay was that the transaction service class was in the Switched in the
Sysplex state for a significant percent of its response time.
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The following example illustrates the output from Rule WLM105 (to show
the primary cause of delay), followed by the output from Rule WLM133:

RULE WLM105: SERVICE CLASS DID NOT ACHIEVE PERCENTILE RESPONSE GOAL

Service Class CICSPROD did not achieve its response goal during the
measurement intervals shown below. The response goal was 90.00 percent
of the transactions completing within 1.000 seconds, with an importance
level of 3. CICSPROD was defined as a "served" Service Class (e.g.,
IMS or CICS transactions). The below causes of delay were based upon
BEGIN_TO_END PHASE samples. CICSPROD was served by CICSRGN.

TRANS %
TOTAL MEETING MEETING PERF PRIMARY, SECONDARY
MEASUREMENT INTERVAL TRANS GOAL GOAL 1INDX CAUSES OF DELAY
10:00-10:30,26MAR1996 6,849 5,383 78.6 4.00 SYSPLEX(87%)
10:30-11:00,26MAR1996 6,614 4,606 69.6 4.00 SYSPLEX(86%)
11:00-11:30,26MAR1996 6,579 4,445 67.6 4.00 SYSPLEX(85%)
11:30-12:00,26MAR1996 6,770 5,126 75.7 4.00 SYSPLEX(86%)
12:30-13:00,26MAR1996 6,611 5,220 79.0 4.00 SYSPLEX(86%)
13:00-13:30,26MAR1996 6,752 4,993 73.9 4.00 SYSPLEX(86%)

RULE WLM133: SIGNIFICANT TRANSACTION TIME WAS SWITCHED IN SYSPLEX

A significant amount of the transaction response time for the CICSPROD
Service Class was spent switched to another MVS image in the sysplex.
Please refer to the description of Rule WLM133 for a discussion of

the implications of this finding on the analysis being done by CPExpert.

At present, there is little information provided regarding delays to transaction
service classes once the transaction has been switched to another system.
There exists at least the following possible delays:

* Queue delay in the system being analyzed (MRO/XCF delays or ISC
delays caused by the system or by CICS parameters). These delays
might be revealed by the CICS Component of CPExpert as it analyzes
CICS performance constraints.

» Coupling facility delays. CPExpert will automatically analyze coupling
facility statistics when Rule WLM133 is produced. This analysis may
reveal problems with the coupling facility parameters.

 Delays in the system to which the transaction is being shipped. CPExpert
will automatically analyze delays in all systems in which the transaction
service class executes. There are several scenarios that complicate the
analysis:

* The sysplex is set up in a "standard" way in which a CICS Terminal
Owning Region (TOR) is started in one system and CICSplex/SM is
used switch transactions to Application Owning Regions (AORs) on
a number of systems.
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This is the simplest to evaluate, as there is some correlation between
BTE Phase in the TOR system and Execution Phase time in the other
systems. In this situation, the analysis by CPExpert is plausible.

« The sysplex is set up with TORs on more than one system,
transactions can be submitted to the different TORs on different
systems, and the transactions are switched among systems on the
sysplex.

It becomes unclear which system actually processes the transactions
of a transaction service class missing its performance goal. (That is,
the transactions might process satisfactorily on one system but not
perform well on another system.)

Further, depending on the transaction mix on different systems, there
may be different delays to transactions on the different systems. It is
entirely possible that performance may be acceptable on several
systems, while performance is poor on one or more other systems.

The analysis in this situation is suspect, at present. Perhaps as the
CPEXxpert algorithms improve (or more data is available), the analysis
will be more robust.

Suggestion: There are no suggestions with this finding, since it simply explains why
CPExpert may not be able to provide meaningful information about the
causes of delay for the service class missing its service goal on the system
in which the service class delay was detected.

CPExpert will analyze the delays on each MVS image in which the
transaction service class executed. Other rules will be produced to provide
more information.
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Rule WLM134: Significant transaction time was switched in network

Finding:

Impact:

Logic flow:

Discussion:

A significant amount of the transaction response time for the service class
missing its performance goal was spent switched outside the sysplex
somewhere in the network. This finding applies to service classes that are
part of a subsystem (e.g., CICS transactions).

This finding has MEDIUM IMPACT or HIGH IMPACT on performance of the
service class. The level of impact depends on the percent of transaction
response time spent switched to another system in the sysplex.

The following rules cause this rule to be invoked:
Rule WLM104:  Subsystem Service Class did not achieve average
response goal
Rule WLM105: Subsystem Service Class did not achieve percentile
response goal

When CPExpert produces Rule WLM104 or Rule WLM105 to indicate that
a subsystem service class did not achieve its performance goal, the logic
of these rules tries to identify the cause of the delay. The cause of the
delay initially is analyzed from the "served" service class view. The delays
from the served service class are reported by CICS (with CICS/ESA
Version 4.1 and later) or by IMS (with IMSVersion 5 or later). Interaction
with the Workload Manager is accomplished using the Workload
Management Services macros’.

CICS reports two separate views of the transactions: the begin_to_end
phase and the execution phase?.

* Begin_to_end phase. The begin_to_end phase starts when CICS has
classified the transaction®. This action normally is done in a CICS
Terminal Owning Region (TOR).

+ Execution phase. The execution phase starts when either CICS or IMS
(Version 5 or later) has started an application task to process the

"Please refer to Section 4 of this document for more detail about the Workload Management Services macros and how the
subsystems use these macros to exchange information with the Workload Manager.

2IMS Version 5 reports only execution phase samples.

3Classifying the transaction into a service class is done by the Workload Manager when the subsystem manager issues the
IWMCLSFY macro. Please refer to Section 4 for a more complete discussion of the subsystem work manager (e.g., CICS)
interaction with the Workload Manager.
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transaction. For CICS, this normally is done in a CICS Application
Owning Region (AOR). For IMS, this is done in an IMS Message
Processing Region (MPR).

Within each phase, CICS or IMS report the "state" of the transaction, from
the view of CICS or IMS. The state of the transaction is reported in the
following categories*:

* Idle state. (Both CICS and IMS report this state.

* Ready state. Only CICS reports this state.

Active state. Both CICS and IMS report this state.

Wait state. Both CICS and IMS report this state, but IMS provides only
Wait for 1/O state and Wait for Lock state.

Switched state. Only CICS reports this state.

If the subsystem supports work manager delay reporting, the delay
information is available in the "Work Manager/Resource Manger State
Section" of SMF Type 72 (Subtype 3) records. When a transaction service
class fails to achieve its performance goal, CPExpert analyzes the
information to identify the primary and secondary causes of delay.

The Switched state indicates that processing of the transaction had been
switched from the work manager (e.g., a CICS region) that was providing
information to the Workload Manager. The transaction could have been
switched to another CICS region (for example) in the same MVS image,
switched to another MVS image in the sysplex, or switched to somewhere
in the network.

» Switched in the MVS image. When the transaction is switched to
another subsystem in the same MVS image, the subsystem from which
the transaction is being shipped indicates that the monitoring environment
transaction is being transferred to another subsystem (another "server).
The receiving subsystem provides transaction delay information to the
Workload Manager.

CPEXxpert will acquire information about the server service class to which
the transaction is switched. The server information will be analyzed to
identify delays. If the server serves multiple transaction service classes,
CPEXxpert prorates the delays based on amount of service provided to the

“Please refer to Section 4 of this document for a more comprehensive discussion of the transaction states and the interaction
between the subsystem (CICS or IMS) and the Workload Manager.
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different transaction service classes (the service information is contained
in the R723SCS# variable in SMF TYPE 72 records). Other rules provide
information about delays when a transaction has been switched in the
MVS image (for example, Rule WLM120 to Rule WLM132 provide
information about the transaction delays. Rules WLM150-WLM152,
WLM210, WLM211, etc. provide information about the server executing
in the same MVS image.)

« Switched in the sysplex. When the transaction is switched to or
switched to another MVS image in the sysplex, the subsystem from which
the transaction is being shipped indicates that the monitoring environment
transaction is being transferred to another subsystem. The receiving
subsystem on the new MVS image provides transaction delay information
to the Workload Manager.

CPExpert provides Rule WLM133 when a significant amount of
transaction delay can be attributed to the "switched in the sysplex" state.

« Switched in the network. If the transaction is switched somewhere in
the network. the Workload Manager has no more information about the
status of the transaction; it is simply "switched in the network" from the
Workload Manager's view.

CPExpert provides Rule WLM134 when a significant amount of
transaction delay can be attributed to the "switched in the sysplex" state.

The following example illustrates the output from Rule WLM105 (to show
the primary cause of delay), followed by the output from Rule WLM134:

RULE WLM134: SIGNIFICANT TRANSACTION TIME WAS SWITCHED OUTSIDE SYSPLEX

A significant amount of the transaction response time for the APPCGRPA
Service Class was spent switched outside the sysplex, to somewhere in
the network. No additional information is available in SMF records, and
no further analysis can be done.

Suggestion: There are no suggestions with this finding, since it simply explains why
further analysis is not possible.
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Rule WLM135: IMS activity processing transactions in service class

Finding:

Impact:

Logic flow:

Discussion:

CPExpert has detected that a large percent of the transaction response
time was related to IMS activity involved in processing the transactions in
the service class.

This finding means that transactions were waiting for IMS activity - either an
IMS Message Processing Region was processing the transaction or an IMS
Message Processing Region was waiting for some reason.

The following rules cause this rule to be invoked:
Rule WLM104:  Subsystem Service Class did not achieve average
response goal
Rule WLM105: Subsystem Service Class did not achieve percentile
response goal

A transaction service class could be “served” by CICS regions, by IMS
regions, by DB2 threads, or a combination of these. When a transaction
service class misses its performance goal, CPExpert determines whether
transaction delay information is available, from the view of these “server”
subsystems.

When a transaction service class fails to achieve its performance goal,
CPExpert analyzes the delay information to identify the primary and
secondary causes of delay.

If the subsystem supports work manager delay reporting (that is, the
subsystem is at CICS Version 4 or above, IMS Version 5 or above, or DB2
Version 6 or above), the delay information is available in the "Work
Manager/Resource Manger State Section" of SMF Type 72 (Subtype 3)
records. Field R723RTYP describes the subsystem that reports the
transaction delay information (e.g., CICS, IMS, DB2, etc.).

When a significant amount of transaction time is spent in IMS, CPExpert
examines the delay information reported by IMS. This Rule (WLM135)
reports the result of that analysis.

With Version 5, IMS reports only one view of the transactions: the
execution phase. The execution phase starts when IMS has started an
application task to process the transaction in a Message Processing Region
(MPR). IMS does not report on the Begin_to_end Phase as does some
subsystems (for example, CICS reports both Begin_to_end Phase and
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Suggestion:

Execution Phase). IMS designers apparently believed that so little time was
spent in the Message Control Region that little benefit would be gained by
reporting transaction states in the Message Control Region'. Consequently,
only Execution Phase information is provided by IMS.

IMS reports the transaction states in the following categories within the
Execution Phase:

* Idle state. The Idle state means that the IMS transaction is waiting for
work.

» Active state. The Active state means that IMS is executing an
application program on behalf of the transaction.

» Waiting for 1/0 state. The Waiting for I/O state means that IMS had
initiated some 1/O operation and is waiting for completion.

» Waiting for Lock state. The Waiting for Lock state means that IMS is
waiting on a lock request.

CPExpert uses Rule WLM135 to report the time when a “served’
transaction service class was served by IMS. The information is provided
relative to the total subsystem samples reported by SMF for the transaction
service class missing its goal. Thus, a CPExpert user can see the effect of
IMS activity and waiting on the transaction response time.

The following example illustrates the output from Rule WLM135:

RULE WLM135: IMS ACTIVITY IN SUPPORT OF SERVICE CLASS

CICSPROD: The following information shows the distribution of samples
in IMS for those periods when IMS accounted for a significant part
of the response time of the CICSPROD Service Class. The percentages
are shown relative to the total samples for the CICSPROD Service
Class.

PCT 1IMS PCT IMS PCT IMS
MEASUREMENT INTERVAL ACTIVE WAIT FOR I/O WAIT FOR LOCK
13:00-13:30,01MAR2001 42.9 0.0 0.0

There are no suggestions with this finding. CPExpert will continue analysis
and other rules may be produced to provide more information. Please refer
to Rule WLM104 or Rule WLM105 for information about the causes of delay
to the subsystem transaction service classes.

1This is an interesting belief, since the IMS Administration Guide specifically states that a major part of transaction delay
time in a busy system could be caused by delays in the IMS Control Region.
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Reference: IMS/ESA V5 Administrative Guide: System
Section 6.1.2.6: Interpreting MVS WLM Change State PB Service Codes
Section 6.5: Transaction Flow

IMS/ESA V6 Administrative Guide: System
Section 2.2.1.2.6:  Interpreting MVS WLM Change State PB Service Codes
Section 2.2.5: Transaction Flow

IMS/ESA V7 Administrative Guide: System
Section 2.2.1.2.6:  Interpreting MVS WLM Change State PB Service Codes
Section 2.2.5: Transaction Flow

©Copyright 1997, Computer Management Sciences, Inc. Revised: October, 2003 RUIe WLM1 353






Rule WLM136: DB?2 activity processing transactions in service class

Finding:

Impact:

Logic flow:

Discussion:

CPExpert has detected that a large percent of the transaction response
time was related to DB2 activity involved in processing the transactions in
the service class.

This finding means that transactions were waiting for DB2 thread activity.

The following rules cause this rule to be invoked:
Rule WLM104:  Subsystem Service Class did not achieve average
response goal
Rule WLM105:  Subsystem Service Class did not achieve percentile
response goal

A transaction service class could be “served” by CICS regions, by IMS
regions, by DB2 threads, or a combination of these. When a transaction
service class misses its performance goal, CPExpert determines whether
transaction delay information is available, from the view of these “server”
subsystems.

When a transaction service class fails to achieve its performance goal,
CPExpert analyzes the delay information to identify the primary and
secondary causes of delay.

If the subsystem supports work manager delay reporting (that is, the
subsystem is at CICS Version 4 or above, IMS Version 5 or above, or DB2
Version 6 or above), the delay information is available in the "Work
Manager/Resource Manger State Section" of SMF Type 72 (Subtype 3)
records. Field R723RTYP describes the subsystem that reports the
transaction delay information (e.g., CICS, IMS, DB2, etc.).

With Version 6, DB2 uses the execution delay monitor services provided
by the Workload Manager. These services are used to inform the
Workload Manager about DB2's view of the current state of a work request
or thread, such as ready for execution (active) or waiting for execution
(suspended).

When a significant amount of transaction time is spent in DB2 (that is,
R723RTYP = ‘DB2’), CPExpert examines the delay information reported by
DB2. This Rule (Rule WLM136) reports the result of that analysis.

DB2 Version 6 reports transaction states in the following categories:
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» Active state . The Active state means that the DB2 thread is ready for
execution. Although the thread is marked as Active, a thread may be
active only from DB2's point of view. The thread actually might be
delayed due to a page fault, for CPU access, etc.

» Waiting for I/O state . The Waiting for 1/O state means that DB2 had
initiated some 1/O operation and the thread was suspended waiting for
I/O completion.

» Waiting for Lock state . The Waiting for Lock state means that the DB2
thread is suspended while DB2 is acquiring a lock.

» Waiting for New Latch state . The Waiting for Latch state means that
the DB2 thread is suspended while DB2 is acquiring a latch.

» Waiting for Network Delay state . The Waiting for Network Delay state
means that the DB2 thread is suspended while DB2 is waiting for a
session to be established somewhere in the network.

* Waiting for Miscellaneous Reasons state . The Waiting for
Miscellaneous Reasons state normally means that the work manager
could not readily identify the cause of the waiting. With DB2 threads, this
state often means that the DB2 thread is suspended waiting for a stored
procedure to be scheduled (queuing for stored procedure).

CPExpert uses Rule WLM136 to report the time when a “served”
transaction service class was served by DB2. The information is provided
relative to the total subsystem samples for the transaction service class
missing its goal. Thus, a CPExpert user can see the effect that DB2 activity
and waiting has on the transaction response time.

The following example illustrates the output from Rule WLM136:

RULE WLM136: DB2 ACTIVITY IN SUPPORT OF SERVICE CLASS

TENTHSEC: The following information shows the distribution of samples
in DB2 for those periods when DB2 accounted for a significant part
of the response time of the TENTHSEC Service Class. The percentages
are relative to the total samples for the TENTHSEC Service Class.

PCT DB2 --PERCENT OF SAMPLES DB2 WAS WAITING---
MEASUREMENT INTERVAL ACTIVE I/O LOCK LOCSES PLXSES NETSES MISC
13:29-13:44,14MAR2001 14.8 235 00 00 00 00 7.8
13:44-13:59,14MAR2001 8.2 6.6 0.0 0.0 0.0 0.0 6.6
13:59-14:14,14MAR2001 35 26 0.0 0.0 0.0 0.0 1.7
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Suggestion : There are no suggestions with this finding. CPExpert will continue analysis
and other rules may be produced to provide more information. Please refer
to Rule WLM104 or Rule WLM105 for information about the causes of
delay to the subsystem transaction service classes.

Reference: DB2 UDB for OS/390 Version 6 Performance Topics Redbook (SG24-5351-00)
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Rule WLM140: Sysplex performance index was significantly less than local
performance index

Finding: The average sysplex performance index was significantly less than the
average performance index on the local system. This finding applies only
to environments that have multiple systems in the sysplex running under
Goal Mode.

Impact: This finding can have a HIGH IMPACT on performance of the service class
period.

Logic flow: The following rules cause this rule to be invoked:

Rule WLM101: Service Class did not achieve average response goal
Rule WLM102: Service Class did not achieve percentile response
goal

Rule WLM103: Service Class did not achieve execution velocity goal

Rule WLM104: Subsystem Service Class did not achieve average
response goal

Rule WLM105: Subsystem Service Class did not achieve percentile
response goal

Discussion: As described in Section 4 (Chapter 3.5: Policy Adjustment), the Workload
Manager periodically assesses the performance of each service class
period, comparing the performance achieved by the service class period
against the performance goals specified for the service class period. The
comparison of performance is based on the performance index computed
for the service class periods, and on the goal importance of the service
class periods.

The Workload Manager initially assesses performance based on the
sysplex performance index computed for each service class period. This
assessment is done at each goal importance level. Policy adjustment
actions are evaluated for the worst-performing service class period at the
highest goal importance, then the next worst-performing, etc. It is important
to realize that only one service class period will be "helped" by the policy
adjustment algorithms per policy adjustment interval’.

If the Workload Manager has evaluated the performance of all service class
periods at the highest goal importance based on sysplex performance index

"Recall that the policy adjustment interval is 10 seconds of elapsed time.
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and no action has been taken, the next step depends on whether APAR
0OW25542 has been applied.

+ OW25542 has not been applied. With the normal logic, the Workload
Manager will examine the performance of all service class periods at the
next-highest goal importance based on sysplex performance index. The
Workload Manager will continue analyzing performance at successively
lower goal importance levels, based on sysplex performance index. After
the performance of all service class periods with goals have been
analyzed with no action, the Workload Manager will perform the analysis
beginning with the highest goal importance, using the local
performance index as the measure of performance.

« OW25542 has been applied. With OW25542? the Workload Manager
will examine the performance of all service class periods at the highest
goal importance using the local performance index as the measure of
performance.  The Workload Manager will continue examining
performance at successively lower goal importance levels, analyzing
performance based on sysplex performance index followed by an analysis
of performance based on local performance index.

Both the original design of the Workload Manager and the fix for OW25542
operate under a basic assumption: that a sysplex consists of multiple
systems configured in a symmetric manner, and that service class periods
can operate on any system in the sysplex. If the workload being processed
consists of transaction service classes such as CICS transactions managed
by CICSplex/SM and routed to any system in the sysplex to be processed
in cloned CICS regions, this view of the sysplex makes sense.

From this perspective, all systems in the sysplex can be viewed collectively
as a pool of resources and the performance of the transactions can be
evaluated based on how well the transactions perform on the sysplex. Ifa
service class period is not meeting its performance goal on the sysplex,
action may or may not be necessary at a local system level. Consequently,
sysplex performance index is the basic measure of performance used in
the Workload Manager design.

Unfortunately, this logic does not work in all situations. Consider a site that
has established a service class for TSO trivial transactions. The TSO users
might log onto, for example, two systems: SYSA and SYST. The users on
SYSA might represent production work while the users on SYST might
represent TSO testing (and might not be as important to the site as the
production work).

2OW25542 is standard with OS/390 Version 1 Release 4.
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It is conceivable that the test TSO user could receive good response while
some of the production TSO users could receive very poor response. From
a sysplex performance index calculation, the test and production response
times would be grouped together by the algorithm. Depending on the
distribution of response times, the sysplex performance index might be
relatively low.

One result of this could be that the Workload Manager would not attempt
to "help" the production TSO service class since the sysplex performance
index might indicate that there was no performance problem. However, the
production users might feel quite differently about the performance!

CPExpert evaluates performance based on a calculated average local
performance index for each service class period. This is because we
believe that the Workload Manager approach is fatally flawed in practically
every existing environment. There will be environments with the sysplex-
centric view will be a proper way to evaluate performance, but few such
environments exist today. Rather, most environments operating in Goal
Mode run in a monoplex, or in a sysplex with a wide variety of work
executing on different systems.

Consequently, CPExpert evaluates performance at the local system level,
and makes suggestions or comments based on potential performance
improvement actions at the local system level.

On the other hand, the Workload Manager does evaluate the sysplex
performance index as the primary indicator of performance. Thus,
CPEXxpert computes the average sysplex performance index and displays
both the local performance index and sysplex performance index in
appropriate rules.

When CPExpert detects that a service class period misses its performance
goal (based on the local performance index), CPExpert examines the
sysplex performance index. If the sysplex performance index is significantly
less than the local performance index, the Workload Manager might take
no action to improve performance for the service class. CPExpert reports
this potential problem via Rule WLM140. Rule WLM140 is produced when
the sysplex performance index is less than 75% of the local performance
index.

The following example illustrates the output from Rule WLM140:

©Copyright 1997, Computer Management Sciences, Inc. Revised: October, 2003 RUIe WLM1 403



RULE WLM140: SYSPLEX PERFORMANCE INDEX WAS SIGNIFICANTLY LESS THAN LOCAL

IMS (Period 1): The sysplex performance index for this service class
period was significantly less than the local performance index. One
implication of this is that the Workload Manager might not attempt to
improve performance of the service class period on the local system.
Please refer to the WLM Component User Manual for a discussion of how
the sysplex performance index and local performance index are used by
the Workload Manager. This finding applies to the following measurement
intervals:

PERFORMANCE INDEX

MEASUREMENT INTERVAL LOCAL SYSPLEX
11:00-11:15,06MAR1997 1.83 0.97
11:15-11:39,06MAR1997 2.14 0.82

Suggestion: If this 