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About This Book

This book is intended to assist storage administrators when they need to recover
data with DFSMShsm™. It describes a variety of situations where data is lost, and
what steps to take to recover that data. It also includes situations where the lost
data is a control data set or journal.

Required Product Knowledge

To use this book effectively, you should be familiar with:
* Recovery techniques
+ IBM® support and how it is structured

Referenced Publications

The following publications are referenced in this book:

Publication Title Order Number
£/0S DESMS Access Method Serviced [5C26-7394

Accessing z/OS DFSMS Books on the Internet

In addition to making softcopy books available on CD-ROM, IBM provides access to
unlicensed z/OS softcopy books on the Internet. To find z/OS books on the Internet,
first go to the z/OS home page: http://www.ibm.com/servers/eserver/zseries/zos

From this Web site, you can link directly to the z/OS softcopy books by selecting
the Library icon. You can also link to IBM Direct to order hardcopy books.

Using LookAt to look up message explanations

LookAt is an online facility that allows you to look up explanations for z/OS
messages, system abends, and some codes. Using LookAt to find information is
faster than a conventional search because in most cases LookAt goes directly to
the message explanation.

You can access LookAt from the Internet at:

h‘r’rp-//www ibm com/servers/eserver/zseries/zas/bkserv/laokat/laokat htmil

or from anywhere in z/OS where you can access a TSO command line (for
example, TSO prompt, ISPF, z/0OS UNIX System Services running OMVS).

To find a message explanation on the Internet, go to the LookAt Web site and
simply enter the message identifier (for example, IAT1836 or IAT*). You can select a
specific release to narrow your search. You can also download code from the z/OS
Collection, SK3T-4269 and the LookAt Web site so you can access LookAt from a
PalmPilot (Palm VIIx suggested).
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http://www.ibm.com/servers/eserver/zseries/zos/bkserv/lookat/lookat.html

To use LookAt as a TSO command, you must have LookAt installed on your host
system. You can obtain the LookAt code for TSO from a disk on your z/OS
Collection, SK3T-4269 or from the LookAt Web site. To obtain the code from the
LookAt Web site, do the following:

1. Go to bttp:/iww.ibm com/serversleserver/zseries/zos/bksen/lookat/lookat. htm).
2. Click the News button.

3. Scroll to Download LookAt Code for TSO and VM.

4

Click the ftp link, which will take you to a list of operating systems. Select the
appropriate operating system. Then select the appropriate release.

5. Find the lookat.me file and follow its detailed instructions.

To find a message explanation from a TSO command line, simply enter: lookat
message-id. LookAt will display the message explanation for the message
requested.

Note: Some messages have information in more than one book. For example,

IEC192! has routing and descriptor codes listed in 2/QS MV/S Routing and

Descriptor Caded. For such messages, LookAt prompts you to choose which
book to open.

Accessing Licensed Books on the Web

Vi

z/OS licensed documentation in PDF format is available on the Internet at the IBM
Resource Link Web site at:

T ; Tl

Licensed books are available only to customers with a z/OS license. Access to
these books requires an IBM Resource Link Web userid and password, and a key
code. With your z/OS order you received a memo that includes this key code.

To obtain your IBM Resource Link Web userid and password log on to:

hf’rp- //www _ibm com/servers/resourcelinkd

To register for access to the z/OS licensed books:

1. Log on to Resource Link using your Resource Link user ID and password.
Click on User Profiles located on the left-hand navigation bar.

Click on Access Profile.

Click on Request Access to Licensed books.

Supply your key code where requested and click on the Submit button.

a s~ DN

If you supplied the correct key code you will receive confirmation that your request
is being processed. After your request is processed, you will receive an e-malil
confirmation.

Note: You cannot access the z/OS licensed books unless you have registered for
access to them and received an e-mail confirmation informing you that your
request has been processed.

To access the licensed books:

1. Log on to Resource Link using your Resource Link userid and password.
2. Click on Library.

3. Click on zSeries.
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4. Click on Software.
5. Click on z/OS.
6. Access the licensed book by selecting the appropriate element.

How to Send Your Comments

Your feedback is important in helping to provide the most accurate and high-quality
information. If you have any comments about this book or any other DFSMS
documentation:

* Send your comments by e-mail to:
— IBMLink™ from US: starpubs@us.ibm.com
— IBMLink from Canada: STARPUBS at TORIBM
— IBM Mail Exchange: USIB3VVD at IBMMAIL
— Internet: starpubs@us.ibm.com

Be sure to include the name of the book, the part number of the book, version
and product name, and if applicable, the specific location of the text you are
commenting on (for example, a page number or a table number).

» Fill out one of the forms at the back of this book and return it by mail or by giving
it to an IBM representative. If the form has been removed, address your
comments to IBM Corporation, Department 61C, 9000 South Rita Road, Tucson,
Arizona 85744-0001, U.S.A.

About This Book Vil
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Summary of Changes

This book contains terminology, maintenance, and editorial changes. Technical
changes or additions to the text and illustrations are indicated by a vertical line to
the left of the change.

You may notice changes in the style and structure of some content in this book—for
example, headings that use uppercase for the first letter of initial words only or
procedures that have a different look and format. The changes are ongoing
improvements to the consistency and retrievability of information in our books.

Summary of Changes for GC35-0419-01 z/OS Version 1 Release 3

This book contains information that was previously presented in z/OS Version 1
Release 1 DFSMShsm Data Recovery Scenarios (GC35-0419-00).

The following sections summarize the changes to that information.

New Information
This edition includes the following new information:

A new scenario, lCase 11: Correcting Errars within the Commaon Recall Queuel
m The common recall queue (CRQ) is an enhancement that balances
the recall workload across all hosts in an HSMplex.

+ A new scenario, kCase 12: Recovering a Deleted Ml 1 Data Set withaut g

Backup” on page 24. This procedure assumes that you have a DUMP of the ML1
volume.

Changed Information

The following information was changed in this edition:
* The job control language (JCL) was updated to replace ICETOOL with DFSORT.
This makes the JCL more appllcable to DFSORT or similar products.
contains complete information on DFSORT

and ICETOOL.

Deleted Information
The following information was deleted from this edition:

« Preventive steps can now be found in the 2ZQS DESMShsm Storagd
W‘ i i i .
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Chapter 1. Introduction

The data recovery scenarios that are presented in this book are real-life examples
of data loss situations. Someday, some other computer installations are going to
have these same data loss situations. When that happens, the storage
administrators will be able to pick up this book and see what was done to restore
the data, and apply that information to their own systems.

Not all possible data loss situations are covered in this book. However, if you have
had a memorable experience with data loss and recovery, and think that other
DFSMShsm users could benefit from your experience, send us a Readers’
Comment form with the details. You may find your story in the next edition of this

book. For address information, see EHow to Send Your Comments” on page vil.

Prevention

Many data loss situations can be avoided by performing administrative steps prior
to DFSMShsm implementation. These steps are found in the

: DL '
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Chapter 2. Data Recovery Scenarios

In the data loss and recovery scenarios that follow, a description of a problem is
presented, followed by the corrective measures that you can use for that problem.
When you have a data-loss situation, you can quickly scan our examples to see if
one of the examples matches your problem. If so, you may be on your way to a
speedy recovery.

Case 1. Damaged CDS, Full Journal

It's a cold Monday morning when Rick, a storage administrator, arrives at work to
find the following note on his desk:

o
e
3
=1
Q
@
<

What does Rick do after he regains consciousness?

The first thing Rick does is review the DFSMShsm command activity log to see
what caused the ARCO026E journaling error. He sees that the ARCO026E error
specifies an EOV problem; the journal has been completely filled up. Rick then
examines the backup activity log to find out what caused the journal to completely
fill up. He sees that control data set (CDS) backups fail each time the BACKVOL
CDS command is issued. Since the BACKVOL CDS command is failing, the journal
is not getting backed up. Rick also sees that IDCAMS has issued error messages

© Copyright IBM Corp. 1993, 2002 3



indicating out-of-sequence records in the backup control data set (BCDS). The
failures recorded in the backup activity log indicate a “broken” BCDS.

To review the backup activity log, Rick used the DFSMShsm RELEASE
HARDCOPY command. HARDCOPY is an optional parameter of the RELEASE
command that is used to specify that DFSMShsm close any of the four activity logs
if they contain data, and either print the logs or send them to DASD. The
DFSMShsm SETSYS ACTLOGTYPE command determines whether the logs are
printed or sent to DASD.

When the activity logs are closed, new copies of the logs are allocated for use.

Once Steve had reset the journal, DFSMShsm was able to operate because
DFSMShsm addresses the virtual storage access method (VSAM) control intervals
directly by key. Backup of the CDS failed because a valid VSAM sequence set is
required to read CDSs in key sequence.

What happened to the BCDS? Two MVS images, both having DFSMShsm installed,
updated the shared BCDS concurrently. When this happened, duplicate records
were created in the BCDS, and the index structure of the BCDS was damaged.

After Rick figures out what happened and what damage was done, he plans his
salvage operation. Although the journal records were lost when Steve deleted and
reallocated the journal, the same information still exists in the BCDS. The BCDS,
however, has duplicate records. So the first thing Rick must do is to delete the
duplicate records in the BCDS and back up the CDSs. To delete the duplicate
records in the BCDS and back up the CDSs, Rick performs the following tasks:

1. Stops DFSMShsm on all images.

2. Uses the IDCAMS REPRO command to copy the data component of the BCDS
to a sequential file. This can be performed by one of the following methods:

a. Direct the IDCAMS REPRO command to make a copy of the data
component of the BCDS, as in the following example:
REPRO IDS(HSM.BCDS.DATA) ODS(RICK.BCDS.DATA)

b. Direct the IDCAMS REPRO command to make a copy of the BCDS by
relative byte address, as in the following example:
REPRO IDS(HSM.BCDS) ODS(RICK.BCDS.DATA) FADDR(0)

3. Uses DFSORT to perform the following:
a. Sort the sequential file by key, eliminating records with duplicate keys. The
record that was most recently updated, where there are duplicates, is the
one that is retained.

b. Reload the BCDS. The damaged BCDS must be deleted and a new BCDS
defined.

4. Starts DFSMShsm, and issues the DFSMShsm BACKVOL CDS command to
create a good copy of the BCDS and nullify the journal.

Rick used the following JCL to accomplish the preceding steps:
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/}/RECOVER JOB
//
//*PLEASE CHANGE ALL THE FOLLOWING TO THE APPROPRIATE VALUES:
//*?USERID -TO YOUR USER ID

//*?DFSMSHSM -TO THE DFSMSHSM PREFIX FOR YOUR BCDS

//
//+THE FIRST STEP WILL CREATE A COPY OF ALL OF THE RECORDS CONTAINED
//*IN THE DATA COMPONENT OF THE BCDS.THESE RECORDS WILL NOT BE IN
//*ORDER,AND MAY CONTAIN MULTIPLE RECORDS WITH THE SAME KEY.IN
//+ADDITION,A RECOVERY BCDSWILL BE CREATED IN THIS STEP.THE USER
//*MUST SUPPLY THE PROPER SPACE INFORMATION,VOLUME INFORMATION,AND
//+DATA SET INFORMATION FOR THE DEFINE CLUSTER.

//
//STEP1 EXEC PGM=IDCAMS

//SYSPRINT DD SYSOUT=+

//DDINL DD DISP=SHR,DSN=?DFSMSHSM.BCDS.DATA

//DDOUT1 DD DISP=(,CATLG),UNIT=SYSDA,

// DCB=(LRECL=2052,BLKSIZE=20524 ,RECFM=VB),

// SPACE=(CYL, (50,10),RLSE),DSN=?USERID.BCDS.RECORDS
//SYSIN DD *

REPRO INFILE(DDIN1)OUTFILE(DDOUT1)FADDR(0)

DEFINE CLUSTER(NAME (?USERID.RECOVER.BCDS)-
CYL(004)SPEED BUFFERSPACE (530432) -

VOL (XXXXXX) -

CISZ(12288)-

FREESPACE(0 0)-

KEYS (44 0)-

RECORDSIZE (2040 2040))-

DATA (NAME (?USERID.RECOVER.BCDS.DATA)) -

INDEX (NAME (?USERID.RECOVER.BCDS. INDEX))

/*
//
//*THE NEXT STEP USES DFSORT AS FOLLOWS:

//*-THE SORT OPERATOR WILL SORT THE RECORDS EXTRACTED FROM
//+THE BCDSDATA COMPONENT.THEY WILL BE SORTED BY THEIR
//*VSAM KEYS,AND BY THE TIME STAMP OF THE LAST UPDATE MADE
//*TO THE RECORD.THE KEYS WILL BE SORTED IN ASCENDING ORDER,
//+AND THE UPDATE TIME IN DESCENDING ORDER;THE MOST CURRENT
//*UPDATED RECORD BEING FIRST IN THE OUTPUT DATA SET.
//*-THE SELECT OPERATOR (NEW IN DFSORT R12)WILL SORT THE
//+RECORDS BY THEIR VSAM KEYS.THE ORDER ESTABLISHED BY THE
//*SORT OPERATOR,WHERE THE MOST RECENTLY UPDATED VERSION OF
//+A DUPLICATE RECORD IS PLACED FIRST IN THE FILE,IS MAINTAINED.
//*THE DUPLICATE RECORD THAT IS NOT THE MOST RECENTLY UPDATED
//+VERSION IS DISCARDED.THE OUTPUT IS LOADED INTO THE RECOVERY
//+COPY OF THE BCDSTHAT WAS DEFINED IN THE FIRST STEP.
//
//STEP2 EXEC PGM=SORT,REGION=4096K,COND=(0,NE)
//SYSOUT DD SYSOUT=x
//SORTIN DD DISP=SHR,DSN=?USERID.BCDS.RECORDS
//SORTOUT DD DISP=(,PASS),DSN=8&TFILE1,
// UNIT=SYSDA,SPACE=(CYL, (50,10),RLSE),
// DCB=(LRECL=2052,BLKSIZE=0,RECFM=VB,DSORG=PS)
//*SORT THE OLD BCDS BY ASCENDING SAM KEY AND
//+DESCENDING TIME STAMP OF LAST UPDATE.
//SYSIN DD *

SORT FIELDS=(5,44,CH,A,53,8,BI,D)
/*
//STEP3 EXEC PGM=SORT,REGION=4096K,COND=(0,NE)
//SYSOUT DD SYSQUT=+
//SORTIN DD DISP=SHR,DSN=8&TFILE1
//SORTOUT DD DISP=0LD,DSN=?USERID.RECOVER.BCDS
//*LOAD ONLY THE MOST RECENTLY UPDATED RECORDS INTO THE NEW BCDS
//SYSIN DD *

SORT FIELDS=(5,44,CH,A),EQUALS

SUM FIELDS=(NONE)
/*
\§
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Case 2: Damaged Journal, Undamaged CDS

A damaged journal is often the result of a hardware-caused error on the journal
volume. DFSMShsm issues error message ARC0026E when it encounters an
input/output (1/0) error in the journal data set. Message ARCO026E states
“JOURNALING DISABLED DUE TO I/0 ERROR. MIGRATION, BACKUP, DUMP,
TAPECOPY, TAPEREPL, RECYCLE, ARECOVER, AUDIT, AND EXPIREBV HELD.”

Once the problem occurs, follow this procedure:
1. Verify the DFSMShsm CDSs are structurally sound.

Using IDCAMS, run EXAMINE against each of the CDSs. The procedure runs
very quickly, and does not require that you bring DFSMShsm down. The sample
JCL to perform this procedure (which follows) comes from 2/QS DESMS Accesd

///EXAMCDS JoB h

//STEP1L EXEC PGM=IDCAMS
//SYSPRINT DD  SYSOUT=A
//SYSIN DD =
EXAMINE -
NAME (?h1qual.MCDS) -
ERRORLIMIT(0)
//STEP2 EXEC PGM=IDCAMS
//SYSPRINT DD  SYSOUT=A
//SYSIN DD =+
EXAMINE -
NAME (?h1qual.BCDS) -
ERRORLIMIT(0)
//STEP3 EXEC PGM=IDCAMS
//SYSPRINT DD  SYSOUT=A
//SYSIN DD =
EXAMINE -
NAME (?h1qual.0CDS) -
ERRORLIMIT(0)

If there are no errors reported by EXAMINE, continue to the next step.

If errors are reported by EXAMINE, do not proceed to the next step. Go to
tCase 1: Damaged CDS_Full Journal” on page 3

2. Stop DFSMShsm on all images.

3. Do not copy the journal.

4. Rename the current journal.

5. Allocate a new journal with the old name. The following JCL allocates a new
journal with the old name.

//JRNLDEF  JOB

//STEP1  EXEC PGM=IEFBR14

//JRNLDD DD DISP=(,CATLG),UNIT=?3390,VOL=SER=?JNLVOL,
// SPACE=(CYL, (100),,CONTIG),DSN=?hTqual.JRNL
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6. Start DFSMShsm in EMERG=YES mode, a proclib option.

7. Issue the DFSMShsm BACKVOL CDS command to keep your CDSs in
synchronization with the new journal.

8. Delete the old journal.

9. Issue the DFSMShsm SETSYS NOEMERGENCY command and then the
DFSMShsm RELEASE command to resume normal processing.

Case 3: Full Journal, Undamaged CDS

The problem of a full journal with an undamaged CDS occurs because the journal is
not large enough or the CDSs are not being backed up often enough. DFSMShsm
issues error message ARC0909E when the DFSMShsm journal threshold is met,
and continues to issue the error message each time an additional one percent (or
more) of the journal is filled. When the journal is full, ARC0909E states: “JOURNAL
DATA SET IS ABOUT 100% FULL.” When the journal is 100% full, message
ARCO026E is also issued, which states: “JOURNALING DISABLED DUE TO EQV
ERROR ON JOURNAL. MIGRATION, BACKUP, DUMP, TAPECOPY, TAPEREPL,
RECYCLE, ARECOVER, AUDIT, AND EXPIREBV HELD.”

Once the problem has occurred, take this step:

* Issue the BACKVOL CDS command. The BACKVOL CDS command will back up
the journal and the control data sets, and null the journal.

Case 4: Structurally Damaged CDS, Missing Journal Records

A structurally damaged CDS is usually caused by multiple updates occurring at the
same instant in time within the same CDS. Simultaneous updates to the same CDS
can occur in a multiple-MVS-image environment, if a job running on one image
reorganizes the CDS while DFSMShsm is still running on another image. Without
proper share options and serialization methods, the problem of a structurally
damaged CDS along with missing journal records can easily happen.

Problems arise when there are no CDS and journal backup versions prior to the
damage. This commonly occurs when damage to a CDS is not immediately
detected. As new CDS and journal backups are being created, the older versions
are being deleted. By the time the damaged CDS is detected, the backup versions
that were created prior to the error have been deleted.

When you have a structurally damaged CDS and missing journal records, you must
work with the records currently in your damaged CDS. To repair your damaged
CDS, follow the same steps that Rick followed in ECase 1: Damaged CDS._Full

2 , Substituting your damaged CDS for Rick’s backup control data

set.

Case 5: Time Sequence Gaps in CDS Records, Journal Records Also
Missing

During a reorganization, user error may cause time sequence gaps in the CDS
records, along with missing journal records.

Chapter 2. Data Recovery Scenarios  {



Take the case where an installation uses generation data sets (GDSs) when
reorganizing the CDSs. The user attempts to use IDCAMS REPRO to create an
output data set for a migration control data set (MCDS). The MCDS is not
successfully copied to the output data set, but the user does not notice. Then the
user employs IDCAMS REPRO to create a new, reorganized MCDS, not knowing
that the input data set is actually the last version of the MCDS successfully copied
and is not the current MCDS at all.

After the reorganization completes, the administrator thinks that everything went as
planned, and continues with everyday processing.

DFSMShsm may run with an old copy of the MCDS for a week before a high
number of data set recall failures signal that there is a problem. The old MCDS that
is being used, of course, does not contain the more recently migrated data sets.

When the storage administrator finally discovers what has happened, he looks to
see if he can recover from a backup version. He backs up once a day, and keeps
three backup versions. The reorganization, however, was performed seven days
ago. That means he doesn’t have any backups prior to when the reorganization
occurred, for either the journal or the MCDS.

Recovery in this instance is very complicated. The best course of action is to call
your IBM Area Storage Specialist for recovery assistance.

Case 6: Overwritten Migration Tape

8

This recovery scenario applies only to an overwritten header label. If the damage to
the tape is more extensive than an overwritten label, the following recovery
procedure will not work. If the tape cannot be recovered due to hardware problems
related to the drive itself, consider sending it to your tape drive manufacturer for
recovery.

If you have a duplex or a tape copy, perform a tape replace. You can reference this
procedure in the ini i

In either case, you should route the recovery assistance through IBM Consultline.
You may open a software problem report to diagnose the root cause of the damage,
if it is not known.

Ensure that you have a backup copy of any data set that is going to tape (Migration
Level 2). If a backup copy is available, you can recover from a backup version
without having to recover from the damaged tape.

The following information is relevant to know or have available when you open a
problem record:

1. Specific failure indications—full message text of any related message that was
issued

Type of drives that you are using

Microcode levels for the drive and controller

Reasonably available history for the tape

Pervasiveness of the problem

Attempted recovery actions taken—-RECALL, RECYCLE, DELVOL, and so forth.
Customers should gather the following information when the problem arises:

» List TTOC of the affected volume

N o gk wDd
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» Library Manager Log for an ATL

* CTRACE (if you are already writing to an external writer)
* SYSLOG

* DFSMShsm PDA trace

* A dump on the failure, if it can be trapped using a slip (ABEND637, for
example).

In some cases, you cannot recover some or any of the data (depending on the
extent of the damage). A backup of the tape ensures that this is not a concern.
Back up the data, if the data matters, before going to Migration Level 2 (ML2).

The main reason for this type of damage is that the wrong tape volume is mounted

to satisfy a mount request for a scratch tape. The problem usually remains
undiscovered unless you need the overwritten tape volume to recall a data set.

Use the following recovery procedure to restore access to DFSMShsm data on tape
cartridges. This procedure will not work for reel-type tape because of a difference in

file format.
1. Copy the damaged tape volume.
(This step is optional.) If the user data that was written over the DFSMShsm

data is wanted, you will need to create a copy of that data. The damaged tape

volume will be returned to scratch or to DFSMShsm for its later use, and the
user data that was written on this volume will be lost at the end of this
procedure.

2. Reinitialize the damaged tape volume.

Reinitialize the tape volume with the data set name that is used by DFSMShsm

for all of its tape volumes. Write a dummy data set with the first file on the
volume named as below:

prefix HMIGTAPE.DATASET
The prefix can be any valid qualifier. For example, you can use the migration

prefix as specified on the SETSYS MIGRATEPREFIX command, or the UID.
This step will create a good tape label on the damaged tape. Once the tape

label is valid, the volume can be processed by RECYCLE in step B.on page 1d

of this procedure.
IEBGENER can be used to perform the reinitialization task.

The sample JCL that follows can be used to reinitialize a damaged migration
volume. Modify the JCL to fit your needs by doing the following tasks:

* Change the UNIT parameter on the SYSUT2 DD statement, if necessary.
* Change prefix to the appropriate prefix.
* Change ml2volser to your volume serial number.

Included in the example that follows are the various messages that are
generated from this job and the appropriate replies.

Warning: Do not perform the AUDIT MEDIACONTROLS function. AUDIT
MEDIACONTROLS will remove all of your data.

Chapter 2. Data Recovery Scenarios
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/}/GENR JOB

//STEP1 EXEC PGM=IEBGENER
//SYSUT1 DD DUMMY,LRECL=16384,BLKSIZE=16384,RECFM=F
//SYSUT2 DD DISP=(NEW,KEEP),DCB=*.SYSUT1,UNIT=?3480,
// DSN=prefix.HMIGTAPE.DATASET,VOL=SER=?m12volser
//SYSPRINT DD SYSOUT=+
//SYSIN DD DUMMY
/*
JES2 JOB LOG

JOB09371 $HASP373 HAMMERTA STARTED - INIT 3 - CLASS A - SYS ..
JOB09371 *IEF233A M 5A8,HAMMRT, ,HAMMERTA,STEP1

J0B09371 IEC512I LBL ERR 5A8,SMFDMP,SL,HAMMRT,SL,HAMMERTA,STEP1
JOB09371 *IEC507D E 5A8,SMFDMP,HAMMERTA,STEP1,DMP.T241T240.DATA
JOB09371 IEC507D REPLY 'U'-USE OR 'M'-UNLOAD

JoBe9371 R 78,U

JOB09371 +IEC534D A 5A8,SMFDMP,SL,HAMMERTA,STEP1

JOB09371 IEC534D REPLY 'U'-USE OR 'M'-UNLOAD

JOB09371 R 84,U

J0B09371 ~IEC704A L 5A8,HAMMRT,SL,NOCOMP,HAMMERTA,STEP1
J0B09371 IEC704A REPLY 'VOLSER,OWNER INFORMATION','M'OR'U’
JOB09371 R 87, 'HAMMRT,DFSMSHSM'

J0B09371 IEC705I TAPE ON 5A8,HAMMRT,SL,NOCOMP,HAMMERTA,STEP1
JOB09371 IEF234E K 5A8,HAMMRT,PVT,HAMMERTA,STEP1

JOB09371 HAMMERTA STEP1 : 00:17:30/ 00:00:00/ 53 - RO0O
J0B09371 $HASP395 HAMMERTA ENDED

Determine if the first data set on the damaged tape volume spanned from
another volume.

Issue the LIST TTOC(volser) ODS(dshame) command to determine if your
damaged tape volume is associated with a previous tape volume. If your
damaged tape is associated with a previous tape, it will be listed under the
heading “PREV VOL.” When there is a previous tape, it means that the first
data set on your damaged tape began on the previous tape.

To verify whether your damaged tape is associated with a previous tape, issue
the LIST TTOC(prev_volser) command and check to see that the last data set
name on the previous tape is the same as the first data set name on your
damaged tape.

Delete the first data set on your damaged tape volume if it spanned from a
previous tape volume.

To delete the first data set on a damaged migration tape, issue the following
command:

DELETE dsn

Issue the following command to recover the first data set:
RECOVER dsn

Depending on the type of error that you are recovering from, it may be
necessary to run RECYCLE several times. Issue the following command:

RECYCLE VOLUME(volser) EXECUTE

This step should be repeated to ensure that all available data sets are moved
without the use of the FORCE parameter of the RECYCLE command.
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Note: Readable, complete, and valid data sets are subsequently recycled to a
new volume.

Identify data sets that have been overwritten and build appropriate recovery
commands.

Create a list showing which migrated data sets you need to recover (because
the RECYCLE command was not able to remove them from the volume), by
issuing the following command:

LIST TTOC(volser) 0ODS(dsn)

Build RECOVER commands for each data set on the list, but do not process the
commands until step

An alternate to using the LIST TTOC command is to use DFSORT. The
following is an example of a DFSORT job that identifies and builds RECOVER
commands for each migrated data set that was overwritten. This job only builds
the RECOVER commands; it does not process them.

/1l

/1l

/1l

/1l
/1l

/*
-

/}/RCVCMDS JOB
//********************‘k*********************************************‘k
//* Please change all the following to the appropriate values:

//* ?USERID - to your user id

//* ?DFSMShsm - to the DFSMShsm prefix for your MCDS

//* ?VLSER - to the volser of your damaged tape volume

//* This step uses SORT utility to build RECOVER
//* commands.

Kkkk * * Kkkk * * Kkkk *

//STEP1 EXEC PGM=SORT,REGION=4096K
YIEZE
//* The INCLUDE statement selects MCD records (X'00'

//* at offset 51), that have the volser of your damaged tape and
//* have the MCDFASN bit on.

//* The OUTREC statement builds a RECOVER command for each

//* migrated data set found.

//SYSOUT DD SYSOUT=*
//MCDS DD DSN=?DFSMSHSM.MCDS,DISP=SHR
//CMDS DD DSN=?USERID.TEST.SORTMCD,DISP=(NEW,CATLG),

//SYSIN DD =
SORT FIELDS=(COPY)
INCLUDE COND=((51,1,BI,EQ,X'00'),AND,

OUTREC FIELDS=(1,4,C' HSEND RECOVER ',5,44)

DCB=(LRECL=255,BLKSIZE=0,RECFM=VB),
SPACE=(CYL, (5,1) ,RLSE) ,UNIT=SYSDA

(69,6,CH,EQ,C'?VLSER") ,AND,
(75,1,BI,EQ,B'1....... "))

8.

Issue the RECYCLE VOLUME(volser) FORCE EXECUTE command for the
damaged volume.

The FORCE parameter of the RECYCLE command causes all data sets with
errors to be deleted from the control data sets and the catalog. The deletion
makes the tape empty, and the tape is removed from DFSMShsm'’s inventory of
tapes that contain data.

If the RECYCLE command fails with return code 16, you must issue a second
RECYCLE VOLUME command to recycle the valid data sets while processing in
single buffer mode. For an explanation of return code 16, use LookAt or see
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z/0S MVS System Messages, Vol 2 (ARC-ASA) and the table in the appendix
titted “Reason Codes for Message ARC0734l when the Action is RECYCLE and
Return Code is 16.” For a description of LookAt, see [Using | 0okAt to look ug

9. Issue the RECOVER commands for the migrated data sets that were lost. The
RECOVER commands were generated in step

Case 7: Overwritten Backup Tape

12

This recovery scenario applies only to an overwritten header label. If the damage to
the tape is more extensive than an overwritten label, the following recovery
procedure will not work. If the tape cannot be recovered due to hardware problems
related to the drive itself, consider sending it to your tape drive manufacturer for
recovery.

If you have a duplex or a tape copy, perform a tape replace. You can reference this
procedure in the ini i

In either case, route the recovery assistance through IBM Consultline. Open a
software problem report to diagnose the root cause of the damage, if it is not
known.

When you open a problem record, you should be aware of the following information:
Specific failure indications—full message text of any related message issued
Type of drives

Microcode levels for the drive and controller

Reasonably available history for the tape

Pervasiveness of the problem

Attempted recovery actions taken—-RECALL, RECYCLE, DELVOL, and so forth.
Customers should gather the following information when the problem arises:

* List TTOC of the affected volume

» Library Manager Log for an ATL

* CTRACE (if already writing to an external writer)

* SYSLOG

* DFSMShsm PDA trace

* A dump on the failure if it can be trapped using a slip (for example,
ABENDG637).

No o~ wDdhRE

The main reason for this type of damage is that the wrong tape volume gets
mounted to satisfy a mount request for a scratch tape. The problem usually remains
undiscovered unless you need the overwritten tape volume to recover a data set.

Use the following recovery procedure to restore access to DFSMShsm data on
single-file-format backup tapes that were partially overwritten by user data.

1. Copy the user data to a safe place.

(This step is optional.) If the user data that was written over the DFSMShsm
data is wanted, you will need to create a copy of that data. The damaged tape
volume will be returned to scratch or to DFSMShsm for its later use, and the
user data that was written on this volume will be lost at the end of this
procedure.

z/0OS V1R3.0 DFSMShsm Data Recovery Scenarios



2. Reinitialize the damaged tape volume.

Reinitialize the tape volume with the data set name that is used by DFSMShsm

for all of its tape volumes. Write a dummy data set with the first file on the
volume named as below:

prefix. BACKTAPE.DATASET

The prefix is one of the following:

* The backup prefix as specified on the SETSYS BACKUPPREFIX command

» The UID if prefixes are not specified with the SETSYS commands

This step will create a good tape label on the damaged tape. Once the tage

label is valid, the volume can be processed by RECYCLE in step
of this procedure.

IEBGENER can be used to perform the reinitialization task.

The sample JCL that follows can be used for a damaged backup volume.
Modify the JCL to fit your needs by doing the following tasks:

* Change the VOL=SER parameter, as needed.
* Change the prefix, as needed.

Included in the example that follows are the various messages that are
generated from this job and the appropriate replies.

/}/GENR JOB
//STEP1 EXEC PGM=IEBGENER
//SYSUT1 DD DUMMY,LRECL=16384,BLKSIZE=16384,RECFM=F
//SYSUT2 DD DISP=(NEW,KEEP),DCB=+.SYSUT1,UNIT=73480,
// DSN=prefix.BACKTAPE.DATASET,VOL=SER=?m12volser
//SYSPRINT DD SYSOUT=x
//SYSIN DD DUMMY
/*
JES2 JOB LOG

JOB09371 $HASP373 HAMMERTA STARTED - INIT 3 - CLASS A - SYS ..
JOB09371 *IEF233A M 5A8,HAMMRT, ,HAMMERTA,STEP1

JOB09371 IEC512I LBL ERR 5A8,SMFDMP,SL,HAMMRT,SL,HAMMERTA,STEP1
J0B09371 *IEC507D E 5A8,SMFDMP,HAMMERTA,STEP1,DMP.T241T240.DATA
JOB09371 IEC507D REPLY 'U'-USE OR 'M'-UNLOAD

JoB09371 R 78,U

JOB09371 +IEC534D A 5A8,SMFDMP,SL,HAMMERTA,STEP1

JOB09371 IEC534D REPLY 'U'-USE OR 'M'-UNLOAD

JOB09371 R 84,U

JOB09371 *IEC704A L 5A8,HAMMRT,SL,NOCOMP,HAMMERTA,STEP1
JOB09371 IEC704A REPLY 'VOLSER,OWNER INFORMATION','M'OR'U'
JOB09371 R 87, 'HAMMRT,DFSMSHSM'

J0B09371 IEC705I TAPE ON 5A8,HAMMRT,SL,NOCOMP,HAMMERTA,STEP1
J0B09371 IEF234E K 5A8,HAMMRT,PVT,HAMMERTA,STEP1

JOB09371 HAMMERTA STEP1 : 00:17:30/ 00:00:00/ 53 - ROOO
J0B09371 $HASP395 HAMMERTA ENDED

3. Determine if the first data set on the damaged tape volume spanned from
another volume.

Issue the LIST TTOC(volser) ODS(dsname) command to determine if your
damaged tape volume is associated with a previous tape volume. If your
damaged tape is associated with a previous tape, it will be listed under the
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heading “PREV VOL.” When there is a previous tape, it means that the first
data set on your damaged tape began on the previous tape.

To verify whether your damaged tape is associated with a previous tape, issue
the LIST TTOC(prev_volser) command and check to see that the last data set
name on the previous tape is the same as the first data set name on your
damaged tape.

4. Delete the first data set on your damaged tape volume if it spanned from a
previous volume.
Issue the following command:
BDELETE dsn VERSIONS(n)

The original data set name and the backup generation number will be required.
To get this information, issue the FIXCDS command to display the MCC record
for the backup version. The backup version generation number is a 2-byte field
contained in the MCCGEN field at offset X'46' in the FIXCDS display output. For
example, issuing the following command:

HSEND FIXCDS C DFHSM.BACK.T500718.TONY3.AHRENS.I3006

gives you the following results:

MCH= 01602400 A6F7B92B FABBC221 A6DAB593 9CSBBAO3

* 7 4B %

+000 E3D6D5ES F34BCLC8 DIC5D5E2 4BC2C3C4 E2404040 40404040 40404040 40404040
*TONY3 . AHRENS . DATA *

+020 40404040 40404040 40404040 E7ESE9F9 FOF50003 78048081 18075106 0093006F
* XYZ905 *

+040 00081000 0000001C 000004DD 0121COE2 0000243C 00003060 000OE3D6

D5ESFOFS5

- i J

Issue the following command to show all versions of the data set if the tape
spanned before BDELETE:

LIST dsn

The output gives you the original data set name: TONY3.AHRENS.BCDS and the
version number: +040 00081000 000000 lI§ 000004DD

The deletion would incorporate the information as follows:
BDELETE DSN(TONY3.AHRENS.DATA) VERSION(28)

Note: The version number gets converted from 1C to decimal (28).

5. Depending on the type of error that you are recovering from, it may be
necessary to run RECYCLE several times. Issue the following command:

RECYCLE VOLUME(volser) EXECUTE

This step should be repeated to ensure that all available data sets are moved
without the use of the FORCE parameter of the RECYCLE command.

Note: Readable, complete, and valid data sets are recycled to a new volume.
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6.

Identify data sets that were overwritten.

Build BACKDS commands for all the backup data sets that were overwritten
and that are the most recent backup version. The following DFSORT job can
identify and build the BACKDS commands for these data sets. This job only
builds the BACKDS commands; it does not process them.
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/99//BDSCMDS JOB
/1l

//*PLEASE CHANGE ALL THE FOLLOWING TO THE APPROPRIATE VALUES:
//*?USERID -TO YOUR USER ID

//*7DFSMSHSM -TO THE DFSMSHSM PREFIX FOR YOUR BCDS

//*?VLSER -TO THE VOLSER OF YOUR DAMAGED BACKUP VOLUME

/[ x%% *k Fhkk *k Fhkkk * *k
//*THIS STEP USES SORT UTILITY TO FIND ALL

//*ASSOCIATED MCB AND MCC RECORDS,IDENTIFYING THE MOST RECENT
//*BACKUP VERSION THAT WAS OVERWRITTEN ON THE DAMAGED BACKUP
//*VOLUME.IT ALSO GENERATES THE BACKDS COMMANDS TO CREATE A
//*NEW BACKUP VERSION.

//
//STEP1 EXEC PGM=SORT,REGION=4096K
//SYSOUT DD SYSQUT=+
//SORTIN DD DISP=SHR,DSN=?DFSMSHSM.BCDS,AMP="'BUFND=50"
//SORTOUT DD DISP=(NEW,CATLG),DSN=?USERID.BCDSSRT1,
// UNIT=SYSDA,SPACE=(CYL,(5,1),RLSE),
// DCB=(LRECL=2048,BLKSIZE=0,RECFM=VB,DSORG=PS)
//SYSIN DD *

SORT FIELDS=(COPY)

INCLUDE COND=(1,4,BI,GE,X'00C1')
/*
//STEP2 EXEC PGM=SORT,REGION=4096K
//SYSOUT DD SYSOUT=*
//SORTIN DD DISP=SHR,DSN=?USERID.BCDSSRT1
//SORTOUT DD DISP=(NEW,CATLG),DSN=?USERID.BCDSSRT2,
// UNIT=SYSDA,SPACE=(CYL, (5,1),RLSE),
// DCB=(LRECL=2048,BLKSIZE=0,RECFM=VB,DSORG=PS)
//SYSIN DD *

SORT FIELDS=(COPY)

INCLUDE COND=(51,1,BI,EQ,X'20")

OUTREC FIELDS=(1,4,5,44,X,149,44,X'0001")
/*
//STEP3 EXEC PGM=SORT,REGION=4096K
//SYSOUT DD SYSQUT=+

//SORTIN DD DISP=SHR,DSN=?USERID.BCDSSRT1

//SORTOUT DD DISP=(MOD,CATLG),DSN=?USERID.BCDSSRT2
//SYSIN DD *

SORT FIELDS=(COPY)

INCLUDE COND=(51,1,BI,EQ,X'24',AND,113,6,CH,EQ,C'?VLSER")
OUTREC FIELDS=(1,4,69,44,X,5,44,X'0001")

/*

//STEP4 EXEC PGM=SORT,REGION=4096K

//SYSOUT DD SYSQUT=+

//SORTIN DD DISP=SHR,DSN=?USERID.BCDSSRT2

//SORTOUT DD DISP=(NEW,CATLG),DSN=?USERID.MERGED.BCDS.RECORDS,
// UNIT=SYSDA,SPACE=(CYL, (5,1),RLSE),

// DCB=(LRECL=255,BLKSIZE=0,RECFM=VB,DSORG=PS)

//SYSIN DD =

SORT FIELDS=(50,44,CH,A)

SUM FIELDS=(94,2,BI)

/*

//STEP5 EXEC PGM=SORT,REGION=4096K

//SYSOUT DD SYSQUT=+

//SORTIN DD DSN=?USERID.MERGED.BCDS.RECORDS,DISP=SHR
//BKDSREC DD DSN=?USERID.BKDS.RECORDS,DISP=(NEW,CATLG),
// DCB=(LRECL=255,BLKSIZE=0,RECFM=FB,DSORG=PS),

// SPACE=(TRK, (5,1) ,RLSE),UNIT=SYSDA

//*BUILD HSEND BACKDS COMMANDS.

//
//+THE INCLUDE STATEMENT SELECTS MCB RECORDS THAT CONTAIN
//*THE VOLSER OF YOUR DAMAGED ML1 VOLUME.

//*THE OUTREC STATEMENT BUILDS AN HSEND BACKDS COMMAND
//*FOR EACH DATA SET FOUND.

//
//SYSIN DD =

SORT FIELDS=(COPY)

OUTFIL FNAMES=BKDSREC,
INCLUDE=(94,2,BI,EQ,X'0002"'),CONVERT,
OUTREC=(C'HSEND BACKDS ',5,44,255:X)

/*
\§
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7. lIssue the DELVOL volser BACKUP(PURGE) command. The DELVOL ...
(PURGE) command will perform the same functions as a RECYCLE ... FORCE
command against the volume without causing a tape mount. The damaged
backup tape volume will be deleted from DFSMShsm inventory and any other
control records describing the contents of the volume. DFSMShsm deletes any
association with a day in the backup cycle or with a set of spill backup volumes.

8. Issue the BACKDS commands that were generated in step m

Note: If you are backing up a data set (with the BACKDS command) that
resides on an ML2 tape volume, you need to use the RECALL command
to recall the data set prior to issuing the BACKDS command.

Case 8. Damaged ML1 Volumes

To handle a damaged Migration Level 1 (ML1) volume, perform the following steps:

1. Delete the ML1 volume entry of the damaged volume with the following
command:

DELVOL volser MIGRATION(PURGE)

2. Initialize another DASD volume of the same device type as the damaged
volume, using the volume serial number of the damaged volume.

3. Restore the damaged ML1 volume from a dump copy. If DFSMShsm was used
to create the dump copy, you can use the following command to restore the
ML1 volume:

RECOVER * TOVOLUME(volser) UNIT(unittype) FROMDUMP

4. If there was a small data set packing (SDSP) data set on the damaged ML1
volume, check to see if there is a backup copy of the SDSP data set that is
more recent than the dump copy that is used to restore the volume. If so,
recover the backup copy of the SDSP. If an IDCAMS EXPORT command was
used to create the backup copy, use the IDCAMS IMPORT command to
recover the data set.

5. Add the restored ML1 volume to the list of volumes that DFSMShsm owns.
Use the ADDVOL command, specifying the DRAIN parameter. The DRAIN
parameter prevents the volume from being selected for migration output. For
example, issue the following command:

ADDVOL volser UNIT(unittype) MIGRATION(ML1 DRAIN)

If there was an SDSP data set on your ML1 volume, be sure to specify the
SDSP parameter on your ADDVOL command. For example, issue the following
command:

ADDVOL volser UNIT(unittype) MIGRATION(ML1 DRAIN SDSP)

6. Move all valid migration data sets and VTOC copy data sets off the ML1
volume with the following FREEVOL command:
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FREEVOL MIGRATIONVOLUME(volser) AGE(®) TARGETLEVEL(ML1)

It is possible to generate tape mounts for ML2 tape volumes if there are valid,
migrated, SMS-managed data sets that have reached the criteria for migrating
to ML2.

Move all valid backup versions to backup volumes with the following
command:

FREEVOL ML1BACKUPVERSIONS

The FREEVOL command causes all valid backup versions from all ML1
volumes to be moved to backup volumes.

Identify all lost migrated data sets.

The following is an example of a DFSORT job that identifies migrated data
sets that are lost, and builds HDELETE and HRECOVER commands for each
data set. This job only builds the HDELETE and HRECOVER commands; it
does not process them.
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/}/SMCD JOB
//
//*PLEASE CHANGE ALL THE FOLLOWING TO THE APPROPRIATE VALUES:
//*?USERID -TO YOUR USER ID
//*?DFSMSHSM -TO THE DFSMSHSM PREFIX FOR YOUR MCDS
//*?VLSER -TO THE VOLSER OF YOUR DAMAGED ML1 VOLUME#* %k kst xkkkx
// *k Fhkkk *k *hkkk * *k Fhkkk
//*THIS STEP USES DFSORT TO LOCATE ALLHESE RECORDS WILL NOT BE IN
//*MIGRATED DATA SETS LOST FROM THE DAMAGED ML1 VOLUME,ANDY.IN
//*BUILD HDELETE AND HRECOVER COMMANDS FOR EACH DATA SET FOUND.R
//+THE HDELETE COMMANDS ARE PLACED IN THE DATA SET NAMEDMATION,AND
//*USERID.HDELETE.DATA.THE HRECOVER COMMANDS ARE PLACED
//*IN THE DATA SET NAMED USERID.HRECOVER.DATA.
//
//STEP1 EXEC PGM=SORT,REGION=4096K
//
//+THE INCLUDE STATEMENT SELECTS MCD RECORDS ('00'AT +51)
//*THAT CONTAIN THE VOLSER OF YOUR RECOVERED ML1 VOLUME
//+(AT OFFSET 69),AND HAVE THE MCDFASN BIT ON (A VALUE GREATER
//*THAN X'80'AT OFFSET 75).
//*THE OUTREC STATEMENT BUILDS AN HDELETE COMMAND FOR EACH MCD
//*RECORD SELECTED.THE DATA SET NAME,WHICH COMES FROM THE
//+MCD RECORD AT OFFSET 5,IS PLACED FOLLOWING THE
//*CHARACTERS HDELETE.
//
//+THE INCLUDE STATEMENT SELECTS MCD RECORDS ('00'AT +51)
//*THAT CONTAIN THE VOLSER OF YOUR RECOVERED ML1 VOLUME
//*(AT OFFSET 69),AND HAVE THE MCDFASN BIT ON (A VALUE GREATER
//*THAN X'80'AT OFFSET 75).
//*THE OUTREC STATEMENT BUILDS AN HRECOVER COMMAND FOR EACH MCD
//+RECORD SELECTED.THE DATA SET NAME,WHICH COMES FROM THE
//+MCD RECORD AT OFFSET 5,IS PLACED FOLLOWING THE
//*CHARACTERS HRECOVER.
//
//SYSOUT DD SYSOUT=*
//SORTIN DD DSN=?DFSMSHSM.MCDS,DISP=SHR
//HDELETE DD DSN=?USERID.HDELETE.DATA,
// DISP=(NEW,CATLG),UNIT=SYSDA,
// DCB=(LRECL=255,BLKSIZE=0,RECFM=FB,DSORG=PS),
// SPACE=(TRK, (5,1),RLSE)
//HRECOVER DD DSN=?USERID.HRECOVER.DATA,
// DISP=(NEW,CATLG),UNIT=SYSDA,
// DCB=(LRECL=80,BLKSIZE=0,RECFM=FB,DSORG=PS),
// SPACE=(TRK, (5,1),RLSE)
//*BUILD HDELETE COMMANDS.
//*BUILD HRECOVER COMMANDS.
//SYSIN DD *
SORT FIELDS=(COPY)
OUTFIL FNAMES=HDELETE,
INCLUDE=((51,1,BI,EQ,X'00"),AND,
(69,6,CH,EQ,C'2VLSER") ,AND,
(75,1,BI,EQ,B'1....... ),
CONVERT,OUTREC=(C'HDELETE ',5,44,255:X)
OUTFIL FNAMES=HRECOVER,
INCLUDE=((51,1,BI,EQ,X'00"),AND,
(69,6,CH,EQ,C'2VLSER") ,AND,
(75,1,BI,EQ,B'1....... 0,
CONVERT,OUTREC=(C'HRECOVER ',5,44,255:X)

/*

9. Identify all lost backup versions.

The following is an example of a DFSORT job that identifies backup versions
of data sets that are lost and builds HSEND BDELETE commands for those

data sets. This job only builds the HSEND BDELETE commands; it does not
process them.
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s

//SMCC JOB

//

//* Please change all the following to the appropriate values:
//* ?2USERID - to your user id

/1% ?DFSMShsm - to the DFSMShsm prefix for your BCDS
//* ?VLSER - to the volser of your damaged ML1 volume

//*******-k******************-k***************************************
//* This job extracts data from MCC records to create

//* HSEND BDELETE commands for all backup versions that were lost
//* from the ML1 volume.

//* The HSEND BDELETE commands are placed in the data set named

//* userid.BDEL.DATA.

//
//* The first step uses the SORT utility to extract

//* data from MCC records to produce skeleton HSEND BDELETE
//* commands and backup version values.

// *

//STEP1 EXEC PGM=SORT,REGION=4096K

//SYSOUT DD SYSQUT=+

//SORTIN DD DISP=SHR,DSN=?DFSMSHSM.BCDS,AMP="'BUFND=50"
//SORTOUT DD DISP=(NEW,PASS),DSN=&&SOURTOUT1,

// UNIT=SYSDA,SPACE=(TRK, (15,5),RLSE),

// DCB=(LRECL=2048,BLKSIZE=23476,RECFM=VB)

//SYSIN DD *

SORT FIELDS=(COPY)

INCLUDE COND=(51,1,BI,EQ,X'24',AND,113,6,CH,EQ,C'?VLSER")
OPTION LSHRT

//
//
//STEP2 EXEC PGM=SORT,REGION=4096K

//SYSOUT DD SYSOUT=+

//SORTIN DD DISP=(0LD,PASS),DSN=8&SOURTOUT1

//SORTOUT DD DISP=(NEW,CATLG),DSN=?USERID.MCC.VERS,

// UNIT=SYSDA,SPACE=(TRK, (10,1),RLSE),

// DCB=(LRECL=255,BLKSIZE=0,RECFM=VB,DSORG=PS)

//SYSIN DD *

SORT FIELDS=(COPY)

OUTREC FIELDS=(1,4,C' HSEND BDELETE ',69,44,C'VERSIONS(0000) ',5,44)
//
//* This converts the binary 'version' field to display and formats for merge
//
//STEP3 EXEC PGM=SORT

//SYSOUT DD SYSOUT=+

//SORTIN DD DISP=(OLD,PASS),DSN=8&SOURTOUT1

//SORTOUT DD DISP=(NEW,PASS),DSN=8&VERS1,UNIT=SYSDA,

// SPACE=(TRK, (10,1),RLSE)

//SYSIN DD *

SORT FIELDS=COPY

OUTFIL CONVERT,OUTREC=(X,5,44,3X,139,2,BI,EDIT=(+TTTTTTTTTTTTITIT),121:X)

[ [xxx * *
\_

(continued on next page)
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/}/SMCC JOoB h

/l
STEP4 EXEC PGM=SORT,REGION=4096K
//SYSOUT DD SYSOUT=*
//SORTIN DD DISP=(0OLD,PASS),DSN=8&VERS1,UNIT=SYSDA,
//SORTOUT DD DISP=(NEW,CATLG),DSN=?USERID.MCC.VERS2,
// UNIT=SYSDA,SPACE=(TRK, (10,1),RLSE),
// DCB=(LRECL=251,BLKSIZE=0,RECFM=FA,DSORG=PS)
//SYSIN DD =*
SORT FIELDS=COPY
OUTREC FIELDS=(69X,61,4,2X,2,44,251:X)
//******************************************************************
//* This step uses IDCAMS to convert the fixed-length records of
//* ?USERID.MCC.VRS2 to variable-length records compatible with
//* ?USERID.MCC.VRS so these two data sets can be further
//* processed together.
YEZE * *% *
//STEP5 EXEC PGM=IDCAMS,COND=(0,NE)
//SYSPRINT DD SYSOUT=#
//IN DD DISP=0LD,DSN=?USERID.MCC.VERS2
//0UT DD DISP=(NEW,CATLG),DSN=?USERID.VB2.VERSION,
// UNIT=SYSDA,SPACE=(TRK, (1,1),RLSE),
// DCB=(LRECL=255,BLKSIZ =23476,RECFM=VB)
//SYSIN DD *
REPRO INFILE(IN) OUTFILE(OUT)
/*
//
//* This step uses SORT utility to combine the BDELETE
//* command skeleton in ?USERID.MCC.VRS with the decimal value
//* for the backup version in ?USERID. B2.VRSION, to produce the
//* final HSEND BDELETE commands in ?USERID.BDEL.DATA.
//
//STEP6 EXEC PGM=SORT,REGION=4096K,COND=(0,NE)
//SYSOUT DD SYSOUT=+
//SORTIN DD DISP=0LD,DSN=?USERID.MCC.VERS
// DD DISP=0LD,DSN=?USERID.VB2.VERSION
//SORTOUT DD DISP=(NEW,CATLG),DSN=?USERID.BDEL.DATA,
// UNIT=SYSDA,SPACE=(TRK, (5,1),RLSE),
// DCB=+.COMBIN
//SYSIN DD *
SORT FIELDS=(80,44,CH,A)
SUM FIELDS=(74,4,ZD)
OUTREC FIELDS=(1,4,5,75)
OPTION ZDPRINT
/*
N\ %

10. Identify which of the lost backup-version data sets were the most recent
backup versions of the original data sets.

The following is an example of a DFSORT job that identifies these data sets,
and also builds HSEND BACKDS commands for each of the identified data
sets. This job only builds the HSEND BACKDS commands; it does not process
them.

You will have to assess whether to create new backup versions at this time.
You may also want to inform the owners of the data sets that the most recent
backup versions of their data sets were lost.
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/1l

//

/1l

/1l
//

/1l

1/

/*
o

/}/SMCB JOB

//*PLEASE CHANGE ALL THE FOLLOWING TO THE APPROPRIATE VALUES:
//*?USERID, -TO YOUR USER ID

//*7DFSMSHSM -TO THE DFSMSHSM PREFIX FOR YOUR BCDS

//*?VLSER -TO THE VOLSER OF YOUR DAMAGED ML1 VOLUME

* * * ** * * * % *

//*THIS STEP USES SORT UTILITY TO LOCATE THE MOST

//*RECENT OF ANY BACKUP VERSIONS THAT WERE LOST FROM THE DAMAGED
//*ML1 VOLUME.

//*IT BUILDS HSEND BACKDS COMMANDS FOR EACH BACKUP VERSION FOUND.
//*THE HSEND BACKDS COMMANDS ARE PLACED IN THE DATA SET NAMED
//*USERID.BACKDS.CMDS.

//STEP1 EXEC PGM=SORT,REGION=4096K

//SYSOUT DD SYSQUT=*

//SORTIN DD DSN=?DFSMSHSM.BCDS,DISP=SHR

//CMDS DD DSN=?USERID.BACKDS.CMDS,UNIT=SYSDA,DISP=(NEW,CATLG),

DCB=(LRECL=255,BLKSIZE=0,RECFM=FB,DSORG=PS) ,
SPACE=(TRK, (5,1) ,RLSE)

//*BUILD HSEND BACKDS COMMANDS.

//*THE INCLUDE STATEMENT SELECTS MCB RECORDS THAT CONTAIN
//*THE OUTREC STATEMENT BUILDS AN HSEND BACKDS COMMAND
//*FOR EACH DATA SET FOUND.

//SYSIN DD *
SORT FIELDS=(COPY)
OUTFIL FNAMES=CMDS,

INCLUDE=((51,1,BI,EQ,X'20") ,AND,
(69,6,CH,EQ,C'?VLSER")) ,CONVERT,
OUTREC=(C' HSEND BACKDS ',5,44,255:X)

11.

12.

13.

14.

Delete all lost migrated data sets by issuing the HDELETE commands that
were generated in step m This step corrects the MCDS so it no
longer lists the lost migration data sets as residing on the ML1 volume, and
deletes the catalog entries for the data sets.

Recover all lost migrated data sets by issuing the HRECOVER commands that
were generated in step mThis step recovers the migrated data
sets that were lost on the damaged ML1 from backup copies. The data sets
are recovered to a level-0 volume.

Delete all backup versions that were lost by issuing the HSEND BDELETE
commands that were generated in step m This step corrects the
BCDS so it no longer lists the lost backup version data sets as residing on the
ML1 volume.

Identify all lost VTOC-copy data sets.

ISMF can be used to easily identify which VTOC-copy data sets are lost. The
data sets with the following message are no longer on the ML1 volume:

DATA SET NOT FOUND ON VOLUME: volser
The backup VTOC-copy data set is named as below:

bprefix.VTOC.Tssmmhh.Vvolser.Dyyddd
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The dump VTOC-copy data set is named as below:

bprefix. DUMPVTOC.Tssmmhh.Vvolser.Dyyddd

15. Delete the catalog entries for those VTOC-copy data sets that no longer exist
on the ML1 volume.

16. Reinitialize the ML1 volume. This will delete all residual data.

17. Define an SDSP data set, if you want one on the ML1 volume.

a. If you had an SDSP data set on the damaged volume, you need to delete
the catalog entry for that data set by issuing a DELETE NOSCRATCH
command.

b. Issue the IDCAMS DEFINE command to define a new SDSP data set for
the ML1 volume.

18. Change the ML1 volume so it can be selected for migration output by issuing
the ADDVOL command with the NODRAIN parameter. For example, issue this
command:

ADDVOL volser UNIT(unittype) MIGRATION(ML1 NODRAIN)

Be sure to specify other parameters as needed, such as SDSP and
AUTODUMP.

Case 9: Reestablish Access to Previously Deleted Migrated Data Sets
(No Backup Exists, ML2 Only)

To reestablish access to previously deleted migrated data sets, perform the
following steps:

1. Create a catalog entry for the data set. Use the IDCAMS DEFINE NONVSAM
command with the VOLSER(MIGRAT) and UNIT(tapeunit) parameters.

a. If the data set is NON-VSAM, run IDCAMS DEFINE data set to VOLSER of
MIGRAT to create the catalog entry.

Example JCL:

4 N\

//IDCAMS  JOB ,CLASS=A,MSGCLASS=H
//STEP  EXEC PGM=IDCAMS
//SYSPRINT DD SYSOUT=+
//SYSIN DD *
DEFINE NONVSAM -
(NAME (dsname) -
DEVT (device type) -
VOL (MIGRAT))

/*
- J

b. If the data set is VSAM, use IDCAMS DEFINE base and data component to
VOLSER of MIGRAT to create the catalog entry.
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Example JCL:

/}/IDCAMS JOB ,CLASS=A,MSGCLASS=H
//STEP  EXEC PGM=IDCAMS
//SYSPRINT DD SYSOUT=#
//SYSIN DD *
DEFINE NONVSAM -
(NAME (xxxxx.ksds) -
DEVT(device type) -
VOL (MIGRAT))
DEFINE NONVSAM -
(NAME (xxxxx.ksds.data) -
DEVT(device type) -
VOL (MIGRAT))
/*
o J/

Note: For a VSAM data set, define the NONVSAM entry for the base and data
component.

2. The MCD record must be altered, if it exists, or created, if it does not exist.
a. Use the following command to display the MCD record, if it exists:
FIXCDS D data.set.name DISPLAY

Then issue the ASSIGNEDBIT command to turn on the bit, which indicates
that the data set has migrated:

FIXCDS D data.set.name ASSIGNEDBIT(ON)

b. If the MCD record does not exist (the FIXCDS DISPLAY command failed),
the following AUDIT command will create it. The ML2 volser is needed for
the audit command. If you do not know the volser, check in one of your
journal backup versions to locate the journal entry of the MCD record for the
migrated data set. Note the migration volume serial number, which is found
at offset X'40" in the MCD record. Run the following command with the
volser parameter of the ML2 volume:

AUDIT MEDCTL VOLUMES(MLZvolser) FIX SERIALIZATION(CONTINUOUS)

c. For VSAM data sets, if AUDIT issues ERR169 with the data component
name, then the MCD was created with the data component name instead of
the base cluster name. As explained in the ERR169 message, change this
name to the base cluster name before you perform a recall. Issue the
following command to change it:

FIXCDS D data.component.name NEWKEY (base.name)

3. If the data set spans across tape volumes, you must repeat the AUDIT
MEDCTL command for each ML2 volser and issue the following FIXCDS
commands for the MCD record:

a. Expand the MCD record:
FIXCDS D data.set.name EXPAND(z)

where z = number of volumes to which the data set spans x 6
Example: Data set starts on volume A and spansto B and C; z=2 x 6 = 12.
(2 = additional volumes, 6 = 6 characters for each volser)
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b. Add additional volsers to the MCDAVSN array at offset X'194'
FIXCDS D data.set.name PATCH(X'194' volserxvolsery)

where volserx = the first additional volume and volsery = the second
additional volume.

c. Alter MCDNVSN with the number of additional tape volumes and
MCDNVSNO with the offset of the list of volsers:

FIXCDS D data.set.name PATCH(X'D4' X'zzzz0194')

where zzzz = the number of volsers and 0194 = the offset to the list of
volsers as determined in the note below the following example.
Example:

FIXCDS D data.set.name PATCH(X'D4'X'00020194')

Note: To determine if a data set has spanned to additional volumes, inspect
the MCD record found in the journal backup. The number of
“spanned to” volumes is found in a two-byte field starting at offset
X'D4'. The location of the list of “spanned to” volumes is found at
offset X'D6'. Offsets are given from the beginning of the MCD record.
The MCD record found in the backup copy of the journal is appended
at the beginning by a 10 byte MLOG, a 44 byte MCK, and a 20 byte
MCH header record.

4. Recall the data set.

5. If you follow all steps correctly and you are still unable to recall the data set,
contact IBM Consultline.

Case 10: Restoring Stacked Output Tapes with a Down-Level MVS

Image

The DFSMShsm ABARS file stacking function, which was introduced with
DFSMS/MVS Version 1 Release 4, allows users to place (stack) the ABARS
ABACKUP output files from a single aggregate group on a minimum number of tape
cartridges. The output tapes are intended to be recovered by ARECOVER with an
MVS image running DFSMS/MVS Version 1 Release 4, or a subsequent release.

If, for some reason, you need to ARECOVER the stacked output tapes with an MVS
image running DFSMS/MVS Version 1 Release 3, use the following procedure:

1. Ensure that the ABACKUP output files are cataloged at the recovery site.

Either bring your catalogs from the ABACKUP site, or manually catalog the files.
This is required for the ARECOVER processing to work. Although this takes
some work, it is much quicker than doing a DFSMSdss COPYDUMP or a
REPRO.

2. lIssue an ARECOVER command for the stacked output tapes specifying the
DATASETNAME and XMIT parameters.

The XMIT parameter causes ABARS to get the ABACKUP output file information
out of the catalog and pick up the appropriate volser and file sequence number

from the catalog. This enables DFSMShsm running at the DFSMS/MVS Version
1 Release 3 level to recover the stacked output.
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3. Recall the data set.

Case 11: Correcting Errors within the Common Recall Queue

26

The following indicate the corruption of the common recall queue (CRQ):
* DFSMShsm issues message ARC1506E.

* DFSMShsm issues message ARC1187E.

* DFSMShsm does not select recall requests for processing.

For this last circumstance, issue the QUERY ACTIVE command and examine
message ARC15411. This message displays the factors that affect the selection
of requests from the CRQ. A status of anything other than CONNECTED or a
hold level of anything other than NONE is a probable reason why certain recall
requests are not selected.

Note: An unexpected loss in connectivity to the CRQ may also introduce errors,
but in most cases DFSMShsm will be able to automatically correct those
errors. When this occurs, you may see the multiple issuance of message
ARC1102I. DFSMShsm issues message ARC1102I when it attempts to recall
a data set that was previously recalled. Occurrences of this message at the
time of a loss in connectivity is normal and not a problem with the CRQ list
structure.

If you believe that the CRQ has become corrupted, issue the AUDIT
COMMONQUEUE(RECALL) FIX command. When DFSMShsm issues this
command, it scans the entries in the CRQ and attempts to correct logical
inconsistencies within the structure. Note that the audit function cannot correct all
types of errors and may report zero errors, even though there are errors in the
structure.

If messages ARC1506E and ARC1187E recur, or if certain data sets are not
selected for recall processing after running the audit function, then perform the
following procedure:

1. Capture a dump of the CRQ structure.

a. As a general rule for dumps, include COUPLE and XESDATA information in
SDUMPs.

To display the current options, issue the following command:
D D,0

If DFSMShsm does not list COUPLE or XESDATA as options for SDUMP,
then issue the following command:

CD SET,SDUMP=(COUPLE,XESDATA)
b. Issue this dump command:
DUMP COMM=(CRQ LIST STRUCTURE)

See: * id IEE094D SPECIFY OPERAND(S) FOR DUMP COMMAND
c. Issue the following command:
R id,STRLIST=(STRNAME=SYSARC basename RCL, (LNUM=ALL,ADJ=CAP,EDATA=UNSER),CONT

where basename is the base name of the CRQ structure that the following
command specified:
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SETSYS COMMONQUEUE (RECALL (CONNECT (basename)))

See: * id2 IEE094D SPECIFY OPERAND(S) FOR DUMP COMMAND
Issue the following command:
R id2,LOCKE, (EMC=ALL) ,ACC=NOLIM),END

2. Reallocate the structure to remove the errors.

a.

Issue the SETSYS COMMONQUEUE(RECALL(DISC)) command on all
DFSMShsm hosts that are connected to the CRQ structure. This will move
all recall requests from the CRQ back to the local DFSMShsm hosts for
processing. Each host will issue message ARC1502I after it disconnects
from the structure.

The errors within the CRQ may prevent a particular DFSMShsm host from
disconnecting. If this is the case, DFSMShsm cannot perform the remainder
of the steps until that DFSMShsm host shuts down.

Recommendation:Discontinue using the CRQ until the DFSMShsm host can
be shut down with minimal impact on other DFSMShsm functions(At this point,
no further action is required to prevent DFSMShsm from attempting to place
new requests onto the CRQ).

b.

Once all DFSMShsm hosts disconnect from the common recall structure,
delete the structure.

To determine if all DFSMShsm hosts have disconnected, issue the following
command:

D XCF,STR,STRNAME=SYSARC_basename_RCL
The number of connections reported should be zero.

To delete the structure, issue the following command:
SETXCF FORCE,STRNAME=SYSARC_basename_RCL

Issue the following command on each DFSMShsm host that was previously
connected:

SETSYS COMMONQUEUE (RECALL (CONNECT (basename)))

This command will cause each host to automatically move all of its local
recall requests back onto the CRQ and to reallocate the structure.

3. Capture the Problem Determination Aid (PDA) data.
Refer to the £/QS DESMShsm Diagnosis Guidd for information on how to

perform this action. The collected PDA includes the data from the time that a
problem first occurred, through the time that the audit was performed.

4. Contact IBM Support to report the problem.
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Case 12: Recovering a Deleted ML1 Data Set without a Backup

28

This procedure assumes that you have a DUMP of the ML1 volume and that you
know when the ML1 data set was deleted. You must determine the ML1 volume
and the HSM-generated name from either the journal or activity log. This scenario

does not account for data sets in an SDSP on a ML1 volume.

To reestablish access to previously deleted migrated data sets, perform the

following steps:

1. Determine the ML1 volume and HSM-generated name from the journal. Use

the following jobs to obtain this information:
a. Copy the journal using IEBGENER before you use SORT.

///COPY JOB ,
//
//STEP1 EXEC PGM=IEBGENER
//SYSPRINT DD SYSQUT=+
//SYSIN DD DUMMY
//SYSUT1 DD DISP=SHR,
// DSN=journal name (the journal data set where the information
// about the deleted migrated data set resides)
//SYSUT2 DD DISP=(NEW,CATLG),UNIT=SYSDA,
// DCB=(LRECL=6556 ,BLKSIZE=13112 ,RECFM=VB),
// SPACE=(CYL, (10,5),RLSE),
// DSN= copied journal name

/*

- v

b. Process the SORT job.

/}/SORTANY JOB ,
//
//SORT1  EXEC PGM=SORT
//SYSPRINT DD SYSOUT=+
//SORKWKO1 DD UNIT=SYSDA,SPACE=(CYL,(10,10))
//SORKWKO2 DD UNIT=SYSDA,SPACE=(CYL, (10,10))
//SORTIN DD DISP=SHR,
// DSN=copied journal name
//SORTOUT DD DISP=(NEW,CATLG),UNIT=SYSDA,
/1% DCB=(LRECL=121,BLKSIZE=27951,RECFM=FB),
/1* DCB=(LRECL=32756,BLKSIZE=32760,RECFM=VB),
// SPACE=(CYL, (500,5) ,RLSE),
// DSN=output name
//MSGOUT1 DD SYSOQUT=+
//SYSOUT DD SYSQUT=+
//SYSIN DD *
OPTION VLSHRT
MERGE FIELDS=COPY
RECORD TYPE=V
INCLUDE COND=((63,1,BI,EQ,X'00"'),and, (17,1en,CH,EQ,C'dsn"))
END

/*

Substitute the length of the user data set name for len and the data set name
for dsn. This job will retrieve the MCD records for the data set that was
erroneously deleted.

You will have the journal records for the deleted data set in the sorted output
data set. The ML1 volume can be determined by going to +76 into the journal
record. The HSM-generated name will be at +232. Record the volser of the ML1
volume and the HSM-generated name.
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2. Create a NON-VSAM catalog entry that specifies a DEVT(device type) and

VOL(MIGRAT) where device type is the device type of the ML1 volume.

4 N\

//IDCAMS  JOB ,CLASS=A,MSGCLASS=H
//STEP  EXEC PGM=IDCAMS
//SYSPRINT DD SYSOUT=x
//SYSIN DD *

DEFINE NONVSAM -

(NAME (dsname) -
DEVT(device type) -
VOL (MIGRAT))
/*
NG J

Note: For VSAM data sets, you must create a NON-VSAM entry for both the
base and data components.

Run the following command to determine which dump volumes you should use:
LIST VOLUME(ml1lvolser) BCDS ALLDUMPS

This will list all of the tape volumes that this ML1 volume was dumped to, and
when.

Restore the data set. Use the list of volumes created by Step 3 as the source
volumes to a DFSMSdss RESTORE job specifying the DFSMShsm-generated
name in DATASET(INCL(dsn)).

Run the following command to rebuild the MCD and MCA records for the
volume:

AUDIT MEDIACONTROLS VOLUMES(mllvolser) FIX

RECALL the data set.
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Appendix. Accessibility

Accessibility features help a user who has a physical disability, such as restricted
mobility or limited vision, to use software products successfully. The major
accessibility features in z/OS enable users to:

» Use assistive technologies such as screen-readers and screen magnifier
software

» Operate specific or equivalent features using only the keyboard
» Customize display attributes such as color, contrast, and font size

Using assistive technologies

Assistive technology products, such as screen-readers, function with the user
interfaces found in z/OS. Consult the assistive technology documentation for
specific information when using it to access z/OS interfaces.

Keyboard navigation of the user interface

Users can access z/OS user interfaces using TSO/E or ISPF. Refer to oS Tsoid
Brimel, 2/QS TSO/E User's Guidd, and z/QS ISPE User's Guide Volume | for
information about accessing TSO/E and ISPF interfaces. These guides describe
how to use TSO/E and ISPF, including the use of keyboard shortcuts or function
keys (PF keys). Each guide includes the default settings for the PF keys and
explains how to modify their functions.
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Notices

This information was developed for products and services offered in the U.S.A. IBM
may not offer the products, services, or features discussed in this document in other
countries. Consult your local IBM representative for information on the products and
services currently available in your area. Any reference to an IBM product, program,
or service is not intended to state or imply that only that IBM product, program, or
service may be used. Any functionally equivalent product, program, or service that
does not infringe any IBM intellectual property right may be used instead. However,
it is the user’s responsibility to evaluate and verify the operation of any non-IBM
product, program, or service.

IBM may have patents or pending patent applications covering subject matter
described in this document. The furnishing of this document does not give you any
license to these patents. You can send license inquiries, in writing, to:

IBM Director of Licensing
IBM Corporation

North Castle Drive
Armonk, NY 10504-1785
U.S.A.

For license inquiries regarding double-byte (DBCS) information, contact the IBM
Intellectual Property Department in your country or send inquiries, in writing, to:

IBM World Trade Asia Corporation Licensing
2-31 Roppongi 3-chome, Minato-ku
Tokyo 106, Japan

The following paragraph does not apply to the United Kingdom or any other
country where such provisions are inconsistent with local law:
INTERNATIONAL BUSINESS MACHINES CORPORATION PROVIDES THIS
PUBLICATION “AS IS” WITHOUT WARRANTY OF ANY KIND, EITHER EXPRESS
OR IMPLIED, INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTIES
OF NON-INFRINGEMENT, MERCHANTABILITY OR FITNESS FOR A
PARTICULAR PURPOSE. Some states do not allow disclaimer of express or
implied warranties in certain transactions, therefore, this statement may not apply to
you.

This information could include technical inaccuracies or typographical errors.
Changes are periodically made to the information herein; these changes will be
incorporated in new editions of the publication. IBM may make improvements and/or
changes in the product(s) and/or the program(s) described in this publication at any
time without notice.

IBM may use or distribute any of the information you supply in any way it believes
appropriate without incurring any obligation to you.

Licensees of this program who wish to have information about it for the purpose of
enabling: (i) the exchange of information between independently created programs
and other programs (including this one) and (ii) the mutual use of the information
which has been exchanged, should contact:
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IBM Corporation

Information Enabling Requests
Dept. DZWA

5600 Cottle Road

San Jose, CA 95193 U.S.A.

Such information may be available, subject to appropriate terms and conditions,
including in some cases, payment of a fee.

The licensed program described in this information and all licensed material
available for it are provided by IBM under terms of the IBM Customer Agreement,
IBM International Program License Agreement, or any equivalent agreement
between us.

Programming Interface Information

This publication does not contain programming interface information.

Trademarks

The following terms are trademarks of the IBM Corporation in the United States, or
other countries, or both:

AIX MVS/ESA
DFSMS/MVS MVS/SP
DFSMSdfp MVS/XA
DFSMSdss NetView
DFSMShsm RACF
DFSMSrmm SMP/E
IBM System/370
MVS/ESA 0S/390
z/0S

Other company, product, and service names may be trademarks or service marks
of others.

34  2/0S V1R3.0 DFSMShsm Data Recovery Scenarios



Glossary

This glossary defines technical terms and
abbreviations used in DFSMShsm documentation.
If you do not find the term you are looking for,
refer to the index of the appropriate DFSMShsm
manual or view IBM Glossary of Computing
Terms, located at
http://www.ibm.com/ibm/terminology

This glossary includes terms and definitions from:

* The American National Standard Dictionary for
Information Systems, ANSI X3.172-1990,
copyright 1990 by the American National
Standards Institute (ANSI). Copies may be
purchased from the American National
Standards Institute, 11 West 42nd Street, New
York, New York 10036. Definitions are identified
by the symbol (A) after the definition.

* The Information Technology Vocabulary
developed by Subcommittee 1, Joint Technical
Committee 1, of the International Organization
for Standardization and the International
Electrotechnical Commission (ISO/IEC
JTC1/SC1). Definitions of published parts of this
vocabulary are identified by the symbol (1) after
the definition; definitions taken from draft
international standards, committee drafts, and
working papers being developed by ISO/IEC
JTC1/SC1 are identified by the symbol (T) after
the definition, indicating that final agreement
has not yet been reached among the
participating National Bodies of SC1.

Numerics

3480. An IBM 3480 Magnetic Tape Subsystem device
that is capable of recording data only in the 3480
format.

3480X. A 3480 XF device or an IBM 3490 Magnetic
Tape Subsystem device that is capable of recording
data in either the 3480 format or the 3480 XF (IDRC)
format. DFSMShsm can, at the user’s option, select
either IDRC or non-IDRC recording.

3490. An IBM 3490 Magnetic Tape Subsystem device
that records data in the 3480-2 XF format. DFSMShsm
always requests IDRC recording.

3490E. See 3490.

3590. An IBM TotalStorage Enterprise Tape Drive 3590
that operates as a 3590-B1x. See 3590-B1x and
3590-E1x.
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3590B1x. An IBM TotalStorage Enterprise Tape Drive
3590 Model B1x that uses the 3590 High Performance
Cartridge, writes in 128 track format, and can emulate
the 3490 Magnetic Tape Subsystem.

3590E1x. An IBM TotalStorage Enterprise Tape Drive
3590 Model E1xx that uses the 3590 High Performance
Cartridge, can read 128 or 256 track format tapes, and
writes in 256 track format. This drive emulates either the
IBM 3490 magnetic tape drive or the IBM TotalStorage
Enterprise Tape Drive 3590 Model B1x.

A

ABARS. Aggregate backup and recovery support.
ABEND. Abnormal end.

ABR. Aggregate backup and recovery record.
ACB. Access control block.

accompany data set. In aggregate backup and
recovery processing, a data set that is physically
transported from the backup site to the recovery site
instead of being copied to the aggregate data tape. It is
cataloged during recovery.

ACCOMPANY keyword. The keyword used in the
selection data set to create an accompany list.

accompany list. An optional list in the selection data
set that identifies the accompany data sets.

ACEE. Access control environment element.
ACS. Automatic class selection.

active data. Data that is frequently accessed by users
and that resides on level O volumes.

activity log. In DFSMShsm, a SYSOUT or DASD-type
data set used to record activity and errors that occurred
during DFSMShsm processing.

AG. Aggregate group.

aggregate backup. The process of copying the data
sets and control information of a user-defined group of
data sets so that they may be recovered later as an
entity by an aggregate recovery process.

aggregate data sets. In aggregate backup and
recovery processing, data sets that have been defined
in an aggregate group as being related.

aggregate group. A Storage Management Subsystem
class that defines control information and identifies the
data sets to be backed up by a specific aggregate
backup.
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aggregate recovery. The process of recovering a
user-defined group of data sets that were backed up by
aggregate backup.

AlIX. Alternate index.

allocate data set. In aggregate backup and recovery
processing, a data set name that is listed in the
selection data set. The space for this data set is
allocated and the data set is cataloged at the recovery
location, but the actual data is not restored.

ALLOCATE keyword. The keyword used in the
selection data set to create an allocate list.

allocate list. An optional list in the selection data set
that identifies the allocate data sets.

alternate index. In systems with VSAM, a collection of
index entries related to a given base cluster and
organized by an alternate key, that is, a key other than
the prime key of the associated base cluster data
records. Its function is to provide an alternate directory
for locating records in the data component of a base
cluster. See also path.

alternate index cluster. In VSAM, the data and index
components of an alternate index.

alternate tape volume reference. In DFSMShsm,
additional fields in the TTOC record that record
information about the alternate tape volume. These
fields provide DFSMShsm with the necessary
information to refer to the alternate tape volume.

alternate tape volumes. In DFSMShsm, copies of
original tape volumes created during tape copy
processing. The volumes can either be stored on-site or
off-site for use later in the event of a disaster. During
the tape replace processing, these volumes can replace
the original volumes that may be lost.

APAR. Authorized program analysis report.
APF. Authorized program facility.

ASID. Address space identifier.

ATL. Automated tape library.

audit. A DFSMShsm process that detects
discrepancies between data set information in the
VTOCs, the computing system catalog, the MCDS,
BCDS, and OCDS.

AUTH. The DFSMShsm command used to identify an
authorized user who can issue DFSMShsm system
programmer and storage administrator commands.

authorized user. In DFSMShsm, the person or
persons who are authorized through the DFSMShsm
AUTH command to issue DFSMShsm system
programmer, storage administrator, and operator
commands.
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automated tape library. A device consisting of robotic
components, cartridge storage frames, tape
subsystems, and controlling hardware and software,
together with the set of volumes which reside in the
library and may be mounted on the library tape drives.

automatic backup. In DFSMShsm, the process of
automatically copying eligible data sets from
DFSMShsm-managed volumes or migration volumes to
backup volumes during a specified backup cycle.

automatic cartridge loader feature. A feature of the
3480 Magnetic Tape Subsystem providing the operator
with the capability of preloading multiple tapes to be
used as migration, backup, or dump tapes.

automatic class selection (ACS). A mechanism for
assigning SMS classes and storage groups.

automatic dump. In DFSMShsm, the process of using
DFSMSdss to automatically do a full volume dump of all
allocated space on DFSMShsm-managed volumes to
designated tape dump volumes.

automatic interval migration. In DFSMShsm,
automatic migration that occurs periodically when a
threshold level of occupancy is reached or exceeded on
a DFSMShsm-managed volume during a specified time
interval. Data sets are moved from the volume, largest
eligible data set first, until the low threshold of
occupancy is reached.

automatic primary space management. In
DFSMShsm, the process of automatically deleting
expired data sets, deleting temporary data sets,
releasing unused overallocated space, and migrating
data sets from DFSMShsm-managed volumes.

automatic secondary space management. In
DFSMShsm, the process of automatically deleting
expired migrated data sets from the migration volumes,
deleting expired records from the migration control data
set, and migrating eligible data sets from level 1
volumes to level 2 volumes.

automatic space management. In DFSMShsm,
includes automatic volume space management,
automatic secondary space management, and
automatic recall.

automatic volume space management. In
DFSMShsm, includes automatic primary space
management and automatic interval migration.

availability management. In DFSMShsm, the process
of ensuring that a current version (backup copy) of the
installation’s data sets resides on tape or DASD.

B

backup. In DFSMShsm, the process of copying a data
set residing on a level 0 volume, a level 1 volume, or a



volume not managed by DFSMShsm to a backup
volume. See automatic backup, incremental backup.

backup control data set (BCDS). A VSAM,
key-sequenced data set that contains information about
backup versions of data sets, backup volumes, dump
volumes, and volumes under control of the backup and
dump functions of DFSMShsm.

backup copy. In DFSMShsm, a copy of a data set
that is kept for reference in case the original data set is
destroyed.

backup cycle. In DFSMShsm, a period of days for
which a pattern is used to specify the days in the cycle
on which automatic backup is scheduled to take place.

backup frequency. In DFSMShsm, the number of
days that must elapse since the last backup version of a
data set was made until a changed data set is again
eligible for backup.

backup profile. In DFSMShsm, a RACF discrete data
set profile associated with the backup version of a
cataloged data set that is protected by a RACF discrete
data set profile.

backup version. Synonym for backup copy.

backup volume. A volume managed by DFSMShsm
to which backup versions of data sets are written.

backup volume cleanup process. A DFSMShsm
process that scratches data set backup versions that
are no longer needed on DASD.

backup VTOC copy data set. In DFSMShsm, a copy
of the VTOC of a volume that was backed up by
DFSMShsm. This VTOC data set contains only part of
the data set VTOC entry for each data set from the
original data set. This data set is written on a migration
level 1 volume.

base cluster. In systems with VSAM, a
key-sequenced or entry-sequenced file over which one
or more alternate indexes are built. See also cluster.

base data component. In VSAM, a component of the
base cluster containing data of a data set.

base sysplex. A base (or basic) sysplex is the set of
one or more MVS systems that is given a cross-system
coupling facility (XCF) name and in which the
authorized programs can then use XCF coupling
services. A base system does not include a coupling
facility. See also parallel sysplex and sysplex.

BCDS. Backup control data set.
BCR. Backup control record.
BDAM. Basic direct access method.

BSAM. Basic sequential access method.

BVR. Backup cycle volume record.

C

catalog. (1) A directory of files and libraries, with
reference to their locations. A catalog may contain other
information such as the types of devices in which the
files are stored, passwords, blocking factors. (A) (1ISO)
(2) To enter information about a file or a library into a
catalog. (A) (ISO) (3) The collection of all data set
indexes that are used by the control program to locate a
volume containing a specific data set. (4) To include the
volume identification of a data set in the catalog. (5)
See VSAM master catalog, VSAM user catalog.

CDD. Common data set descriptor record.
CDS. Control data set.

CDT. Class descriptor table.

CF. Coupling facility.

changed data set. In DFSMShsm, a data set that has
been opened for other than read-only access.

CLIST. Command list.

cluster. In systems with VSAM, a named structure
consisting of a group of related components, for
example, a data component with its index component.
See also base cluster.

command list. A command procedure containing
executable sequences of TSO commands,
subcommands, and command procedure statements.

command procedure. In TSO, a data set or a
member of a partitioned data set containing TSO
commands to be performed sequentially by the EXEC
command. See also command list.

common data set descriptor record. The record that
precedes a user’s data set on a DFSMShsm-owned
volume and that is used to return the data set to the
user’s format.

common filter services. A subcomponent of DFP
common services. Common filter services compares
data items with filter keys and indicates which data

items match the keys and how many matches have
been found.

common recall queue (CRQ). A single recall queue
shared by multiple DFSMShsm hosts that enables the
recall workload to be balanced across each of those
hosts.

common service area (CSA). In OS/VS2, a part of
the common area that contains data areas addressable
by all address spaces, but protected during its use by
the key of the requester.
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compaction. In DFSMShsm, a method of compressing
and encoding data that is migrated or backed up.

comprehensive command authority. In DFSMShsm,
allowing a user to issue the ABACKUP command for all
aggregate groups.

compress. In DFSMShsm, to release unused space in
a partitioned data set during the migrate/recall and
backup/recovery processes.

computing system catalog. In DFSMShsm, the
master catalog and any associated user catalogs used
as sources during the audit process.

concurrent copy. A function to increase the
accessibility of data by enabling you to make a
consistent backup or copy of data concurrent with the
usual application program processing.

connected set. A group of tapes volumes that are
related to each other because one or more data sets
span the physical tape volumes. Or, a single tape
volume with a data set or data sets that do not span to
any other volumes.

contiguous space. An unbroken consecutive series of
storage locations.

control data set. In DFSMShsm, one of three data
sets (BCDS, MCDS, and OCDS) that contain records
used in DFSMShsm processing.

control file. In aggregate backup and recovery
processing, one of three aggregate files generated by
the aggregate backup process. It contains the catalog,
allocation, volume, and related information necessary to
perform aggregate recovery.

converter/interpreter processing. The job segment
that converts and interprets JCL for MVS.

coupling facility. A special logical partition that
provides high-speed caching, list processing, and
locking functions in a sysplex.

cross-system coupling facility (XCF). A component
of MVS that provides functions to support cooperation
between authorized programs running within a sysplex.

CRQ. Common recall queue.

CRQplex. One or more DFSMShsm hosts that are
connected to the same CRQ. There may be multiple
CRQplexes within a single HSMplex.

CSA. Common service area.
CSECT. Control section.

CTC. Channel-to-channel.
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current backup version. In DFSMShsm, a backup
copy of the data set that was created on a date after
the data set was last updated.

CVT. Communications vector table.

cycle start date. In DFSMShsm, the date a backup
cycle, dump cycle, or migration cleanup cycle is started.

D

DADSM. Direct Access Device Space Management.
DAE. Dump analysis elimination.

daily backup volume. In DFSMShsm, a volume
associated with a given day in the backup cycle and
assigned to contain backup versions created on that
cycle day.

DAIR. Dynamic allocation interface return code.
DASD. Direct access storage device.

DASD calculation services (DCS). A subcomponent
of DFP common services. DCS retrieves and calculates
data set information for both VSAM and non-VSAM data
sets based on the user’s input request.

data class. A list of allocation attributes that the
system uses for the creation of data sets.

data control block (DCB). A control block used by
access method routines in storing and retrieving data.

data file. In aggregate backup and recovery
processing, one of three aggregate files generated by
the aggregate backup process. It contains the backup
copies of the data sets to be recovered.

data migration. See migration.

data set change indicator. A bit in the Format 1 data
set VTOC entry that indicates whether the data set has
been opened for output.

data set deletion. In DFSMShsm, the space
management technique of deleting non-SMS-managed
data sets that have not been used for a specified
number of days and that do not have expiration date
protection.

data set group. Data sets that have the same set of
initial characters in their names.

data set organization. The type of arrangement of
data in a data set. Examples are sequential organization
or partitioned organization.

data set pool. One or more volumes managed by
DFSMShsm to which data sets that have migrated can
be recalled, depending on the set of initial characters of
the data set name.



data set retirement. In DFSMShsm, the space
management technique of deleting non-SMS-managed
data sets that have not been referred to for a specified
number of days, and that have a backup version. See
also delete-if-backed-up.

date last referred to. In DFSMShsm, the last date
when a data set was opened.

DBA. Delete-by-age.

DBU. Delete-if-backed-up.

DCB. Data control block.

DCL. Dump class record.

DCR. Dump control record.
DCS. DASD calculation services.

debug mode. In DFSMShsm, the method of operation
that projects the changes that would occur in hormal
operation but in which no user data moves.

decompaction. In DFSMShsm, the process of
decoding and expanding data that was compacted
during daily space management or backup.

delete-by-age (DBA). In DFSMShsm, the space
management technique of deleting non-SMS-managed
data sets that have not been opened for a specified
number of days.

delete-if-backed-up (DBU). In DFSMShsm, the space
management technique of deleting non-SMS-managed
data sets that have not been opened for a specified
number of days, and that have a current backup
version. See also data set retirement.

demotion. The process of one host losing level
functions to another. Both original and promoted hosts
can go through the demotion process. See also
promotion.

DFP. Data Facility Product.

DFP common services. A component of DFP that
contains three subcomponents: common filter services
(CFS), DASD calculation services (DCS), and device
information services (DIS).

DFSMS. Data Facility Storage Management
Subsystem.

DFSMSdss. A functional component of DFSMS/MVS
used to copy, dump, move, and restore data sets and
volumes.

DFSMShsm. A functional component of DFSMS/MVS
used to manage volumes and data sets.

DFSMShsm-authorized user. In DFSMShsm, the
person or persons who are authorized through the

DFSMShsm AUTH command to issue system
programmer and storage administrator commands.

DFSMShsm log. In DFSMShsm, a pair of sequential
data sets, X and Y, containing a chronological list of
transactions and statistics occurring in DFSMShsm.

DFSMSdfp. A functional component of DFSMS/MVS
used to manage programs, devices, and data.

DFSMShsm-managed volume. A volume managed by
DFSMShsm containing data sets that are directly
accessible to the user.

DFSMShsm-owned volumes. Storage volumes on
which DFSMShsm stores backup versions, dump
copies, or migrated data sets.

DFSMShsm secondary address space. A separate
address space started and controlled by DFSMShsm to
perform aggregate backup or aggregate recovery
processing.

DFSORT. An IBM licensed program that serves as a
high-speed data processing utility. DFSORT provides an
efficient and flexible way to handle sorting, merging,
copying and reporting operations as well as versatile
data manipulation at the record, field and bit level.

DGN. Dump generation record.

direct access storage device (DASD). A device in
which the access time is effectively independent of the
location of data.

directed recall. Moving a migrated data set from a
level 1 or a level 2 volume to a level 0 volume and
specifying the target volume and unit name where the
data set can be allocated.

disaster. An unplanned occurrence that keeps a
company or organization from conducting its normal
business for some time period.

disaster backup. A means to protect a computing
system complex against data loss in the event of a
disaster.

disaster recovery. A means to replace lost data at
another location with sufficient resources in order to
resume operation.

discrete backup profile. A RACF profile created when
DFSMShsm backs up a cataloged, RACF-indicated data
set.

discrete profile. A RACF profile that contains security
information about a specific data set on a particular
volume.

disposition processing. In OS/VS, a function
performed by the initiator at the end of a job step to
keep, delete, catalog, or uncatalog data sets, or to pass
them to a subsequent job step, depending on the data
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set status of the disposition specified in the DISP
parameter of the DD statement.

Distributed System License Option (DSLO). A

license option available to IBM customers with a basic
license that permits them to copy certain IBM-licensed
materials for the purpose of installing multiple systems.

DSLO. Distributed Systems License Option.
DSR. Daily statistics record.
dump. See full volume dump.

dump class. A DFSMShsm-named set of
characteristics that describe how volume dumps are
managed.

dump copy. In DFSMShsm, a copy of the volume
image produced by the DFSMSdss full volume dump
function.

dump cycle. In DFSMShsm, a period of days for
which a pattern is used to specify the days in the cycle
on which automatic full volume dump is scheduled to
take place.

dump generation. A successful full volume dump of a
volume that may contain one to five identical dump
copies.

dump VTOC copy data set. In DFSMShsm, a copy of
the VTOC of a volume dumped by DFSMShsm. This
VTOC data set contains only part of the data set VTOC
entry for each data set from the original data set. This
data set is written on a migration level 1 volume.

DVL. Dump volume record.

DVT. Device vector table.

E

EA. Extended addressability.

EBCDIC. Extended Binary Coded Decimal Interchange
Code.

ECB. Event control block.

eligibility age. The number of days since a data set
met its criteria to be migrated.

emergency mode. In DFSMShsm, the method of
operation that prevents data set movement and deletion
in space management, backup, and recovery
processes.

encode. (T) To convert data by the use of a code in
such a manner that reconversion to the original form is
possible.
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erase-on-scratch. A RACF and DFP/XA function that
overwrites the space occupied by a data set when the
data set is scratched from a DASD device supported by
MVS/XA.

ESDS. Entry-sequenced data set.

esoteric unit names. The names a user assigns to
I/O devices that have the same device type. When the
user specifies the assigned unit name to DFSMShsm,
DFSMShsm associates the unit name to its device type.

ESTAE. Extended subtask ABEND exit.
ESTAI. Extended subtask ABEND intercept.

exclude data set. In aggregate backup and recovery
processing, a data set in the selection data set exclude
list. This data set is to be excluded from being
processed by aggregate backup.

EXCLUDE keyword. The keyword used in the
selection data set to create an exclude list.

exclude list. An optional list in the selection data set
that identifies those data sets that are to be excluded
from being processed by aggregate backup.

expiration. The removal of a user data set from either
a user (non-DFSMShsm-owned) volume, or from a
DFSMShsm-owned volume when the user data set has
been migrated. If there is an explicit expiration date, it is
found in the data set VTOC entry for a nonmigrated
data set, or in the MCD record for a migrated data set.
If there is no explicit expiration date, the management
class attributes are checked to determine an implicit
expiration date.

extended addressability. A type of extended format
VSAM data set that allows greater than 4GB of data
storage.

extended format compressed data set. A SAM or
VSAM data set whose processing detects errors caused
by an incomplete transfer of a physical block of data to
a physical record in the data set. Each physical record
is ended by a “hidden” suffix. SAM or VSAM processing
determines, by examining these suffixes, if a data
transfer to a physical record has ended prematurely.

extended remote copy (XRC). A hardware- and
software-based remote copy service option that
provides an asynchronous volume copy across storage
subsystems for disaster recovery, device migration, and
workload migration.

extent reduction. In DFSMShsm, the releasing of
unused space, reducing the number of extents, and
compressing partitioned data sets.

extents. A continuous space on a direct access
storage volume, occupied by or reserved for a particular
data set, data space, or file.



F

facility class profile. In DFSMShsm, the ability to
check, through RACF profiles, the console operators’
and users’ authority to issue ABACKUP or ARECOVER
commands.

fallback. Pertaining to returning to use of an earlier
release of a program after a later release has been
installed and used.

FBA. Fixed-block architecture.
FIFO. First in, first out.

fixed-block architecture. Data stored in blocks of
fixed size; these blocks are addressed by block number
relative to the beginning of the particular file.

FMID. Function modification identifier.

fragmentation index. The qualitative measure of the
scattered free space on a volume.

FSR. Functional statistics record.

full volume dump. In DFSMShsm, the process of
using a DFSMSdss function that backs up the entire
allocated space on a volume.

full volume restore. In DFSMShsm, the process of
using a DFSMSdss function that restores the entire
volume image.

functional statistics record. A record that is created
each time a DFSMShsm function is processed. It
contains a log of system activity and is written to the
system management facilities (SMF) data set.

functional verification procedure. A procedure
distributed with DFSMShsm that tests to verify that all
basic DFSMShsm functions are working correctly.

G

GDG. Generation data group.
GDS. Generation data set.

general pool. In a DFSMShsm environment with
JES3, the collection of all DFSMShsm primary volumes
added to that processor that have a mount status of
permanently-resident or reserved, that have the
automatic recall attribute specified, and that have a
mount attribute of storage or private.

generation data group. A collection of data sets with
the same base name, such as PAYROLL, that are kept
in chronological order. Each data set is called a
generation data set.

generic profile. A RACF profile that contains security
information about multiple data sets, users, or resources
that may have similar characteristics and require a
similar level of protection.

global scratch pool. A group of empty tapes that do
not have unique serial numbers and are not known
individually to DFSMShsm. The tapes are not
associated with a specific device. Contrast with specific
scratch pools.

GRSplex. One or more MVS systems using global
serialization to serialize access to shared resources.

GTF. Generalized trace facility.

H

hardware/software compression facility. A function
for both SAM and VSAM extended format compressed
data sets that has the ability to utilize either hardware
data compression for best performance, or software
data compression for DASD space considerations.

high threshold of occupancy. In DFSMShsm, the
upper limit of space to be occupied on a volume
managed by DFSMShsm. Contrast with low threshold of
occupancy.

HMT. HSM Monitor/Tuner.

HSMplex. One or more DFSMShsm hosts that share a
set of control data sets. The hosts may be on single or
multiple z/OS images.

ICETOOL. DFSORT's multipurpose data processing
and reporting utility.

IDRC. Improved data recording capability.

improved data recording capability. An improved
data recording mode that, depending on data set
characteristics and machine model, may allow a
significant increase in effective cartridge data capacity
and performance.

inactive age. In DFSMShsm, the number of days
since the data set was last referred to.

inactive data. Copies of active or low-activity data that
reside on DFSMShsm-owned dump and incremental
backup volumes. See also low-activity data.

include data set. In aggregate backup and recovery
processing, a data set in the selection data set include
list. This data set is processed by aggregate backup.

INCLUDE keyword. The keyword used in the
selection data set to create an include list.
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include list. A required list in the selection data set
that identifies the include data sets that are to be
processed by aggregate backup.

incremental backup. In DFSMShsm, the process of
copying a data set that has been opened for other than
read-only access since the last backup version was
created, and that has met the backup frequency criteria.

incremental recovery. Recovery of the latest backup
copy of a data set or data sets made by incremental
backup.

inline backup. The process of copying a specific data
set to a migration level 1 volume from a batch
environment. This process allows you to back up data
sets in the middle of a job.

installation verification procedure (IVP). A
procedure distributed with DFSMShsm that tests to
verify that the basic facilities of DFSMShsm are
functioning correctly.

installation exit. A means specified by an IBM
software product by which a customer’s system
programmers may modify or extend the functions of the
IBM software product. Such modifications or extensions
consist of exit routines written to replace an existing
module of an IBM software product, or to add one or
more modules or subroutines to an IBM software
product for the purpose of modifying the functions of the
IBM software product.

instruction data set. In aggregate backup and
recovery processing, a data set that contains
instructions, commands, or any data the aggregate
backup site defines as needed for aggregate recovery
at the recovery site.

instruction file. In aggregate backup and recovery
processing, one of three aggregate files generated by
the aggregate backup process. It contains the
instruction data set.

Interactive Storage Management Facility (ISMF).
The interactive panels of DFSMSdfp that allow users
and storage administrators access to the storage
management functions of DFSMSdss and DFSMShsm.

Interactive System Productivity Facility (ISPF). An
IBM licensed program used to develop, test, and run
application programs interactively. ISPF is the
interactive access method for all storage management
functions.

interval migration. In DFSMShsm, automatic
migration that occurs periodically when a threshold level
of occupancy is reached or exceeded on a
DFSMShsm-managed volume during a specified time
interval. Data sets are moved from the volume, largest
eligible data set first, until the low threshold of
occupancy is reached.
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IPCS. Interactive problem control system.
ISMF. Interactive Storage Management Facility.
ISPF. Interactive System Productivity Facility.

ISPF/PDF. Interactive System Productivity
Facility/Program Development Facility.

IVP. Installation verification procedure.

J

JCL. Job control language.
JES. Job entry subsystem.
JES2. Job entry subsystem 2.
JES3. Job entry subsystem 3.
JFCB. Job file control block.

journal data set. In DFSMShsm, a sequential data set
used by DFSMShsm for recovery of the MCDS, BCDS,
and OCDS. The journal contains a duplicate of each
record in the control data sets that has changed since
the MCDS, BCDS, and OCDS were last backed up.

K

KB. Kilobyte; 1024 bytes.

key-range data set. A key-sequenced data set that is
defined with one or more KEYRANGE groups.

KSDS. Key-sequenced data set.

L

L2CR. Migration level-2 control record.
LE. Logical end.

level functions. (1) Functions that must be performed
but need be performed by only one processing unit.
Level functions include backing up the control data sets,
backing up migrated data sets, deleting expired dump
copies, moving backup versions from level 1 volumes to
backup volumes, migration cleanup and
level-1-to-level-2 migration. (2) See
primary-processing-unit functions.

level 0 volume. A volume that contains data sets
directly accessible by the user. The volume may be
either DFSMShsm-managed or non-DFSMShsm-
managed.

level 1 volume. A volume owned by DFSMShsm
containing data sets that migrated from a level 0
volume.



level 2 volume. A volume under control of
DFSMShsm containing data sets that migrated from a
level 0 volume, from a level 1 volume, or from a volume
not managed by DFSMShsm.

like device. Pertaining to (DASD) devices with
identical geometry: that is, the same number of bytes
per track, the same number of tracks per cylinder, and
the same number of cylinders per actuator.

linear data set. In VSAM, a named linear string of
data, stored in such a way that it can be retrieved or
updated in 4096-byte units.

logical end (LE). Signifies that a concurrent copy
environment has been successfully initialized. After
logical end, the data is again available for unrestricted
application access. Actual movement of data begins
after logical end. Contrast withphysical end.

low-activity data. Data that is infrequently accessed
by users and is eligible to be moved or has been moved
to DFSMShsm-owned migration volumes.

low threshold of occupancy. The lower limit of space
to be occupied on a volume managed by DFSMShsm.
Contrast with high threshold of occupancy.

M

managed volume. See DFSMShsm-managed volume
and primary volume.

management class. A list of data set migration,
backup, and retention attributes that DFSMShsm uses
to manage storage at the data set level.

management work element (MWE). A control block
containing the necessary information to direct
DFSMShsm functions.

manual tape library. A set of tape drives defined as a
logical unit by the installation together with the set of
system-managed volumes which may be mounted on
those drives.

master catalog. A key-sequenced data set or file with
an index containing extensive data set and volume
information that VSAM requires to locate data sets or
files, to allocate and deallocate storage space, to verify
the authorization of a program or operator to gain
access to a data set or file, and to accumulate usage
statistics for data sets or files.

MB. Megabyte; 1 048 576 bytes.

MC1. Migration level-1 free space record.

MCA. Migration control data set alias entry record.
MCB. BCDS data set record.

MCC. Backup version record.

MCD. MCDS data set record.
MCDS. Migration control data set.

MCL. Backup CDS backup changed migrated data set
record.

MCM. Backup CDS move backup version record.
MCO. Migrated CDS VSAM associations record.
MCP. Eligible volume record.

MCR. Management control record.

MCT. Backup volume record.

MCU. Migration CDS user record.

MCV. Primary and migration volume record.
MCVT. Management communication vector table.
MHCR. Multiple-processing-unit control record.

migration. In DFSMShsm, the process of moving a
cataloged data set from a DFSMShsm-managed volume
to a migration level 1 or migration level 2 volume, from
a migration level 1 volume to a migration level 2
volume, or from a volume not managed by DFSMShsm
to a migration level 1 or migration level 2 volume.

migration cleanup. In DFSMShsm, a process of
automatic secondary space management that deletes
unnecessary records or migration copies.

migration control data set (MCDS). A VSAM,
key-sequenced data set that contains statistics records,
control records, user records, records for data sets that
have migrated, and records for volumes under migration
control of DFSMShsm.

migration level 1 volume. Level 1 volume.
migration level 2 volume. Level 2 volume.

migration volume. A volume, under control of
DFSMShsm, that contains migrated data sets.

minimal discrete profile. A profile with no access list
or model profile. The minimal discrete profile is used
when recovering a RACF-indicated data set whose
original profile or backup profile no longer exists.

minimum migration age. In DFSMShsm, the number
of days a data set must remain unopened before
DFSMShsm can select it to migrate from a volume.

MIPS. Million instructions per second.
ML1. Migration level 1. Synonym for level 1 volume.

ML2. Migration level 2. Synonym for level 2 volume.
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model entity. A model data set name that defines a
discrete data set profile for RACF protection.

MSS. Mass Storage System.
MTL. Manual tape library.

multicluster, key-range control data set. A control
data set (MCDS or BCDS) that is represented by two or
more key-sequenced data set (KSDS) clusters. Each
cluster is a single key range. Contrast with
single-cluster, key range control data set.

multiple-file format. In DFSMShsm, a 3480 tape
format, or the equivalent, that requires a unique
standard label data set for each user data set written.
When DFSMShsm writes in multiple-file format, it writes
one tape data set for every user data set to all 3480
migration and backup volumes.

multiple DFSMShsm-host environment. Any
environment in which two or more DFSMShsm hosts
share a common set of control data sets.

mutually exclusive parameters. A set of parameters
of which only one can be used. If more than one
parameter is specified, only the last parameter specified
is used.

MVS/Enterprise Systems Architecture (MVS/ESA).
An MVS operating system environment that supports
accessing of virtual storage in multiple address spaces
and data spaces.

MVS/ESA. MVS/Enterprise Systems Architecture.

MVS/Extended Architecture (MVS/XA). An MVS
operating system environment that supports 31-bit real
and virtual storage addressing, increasing the size of
addressable real and virtual storage from 16 megabytes
to 2 gigabytes.

MVS/SP™. An IBM licensed program used to control
the MVS operating system and to establish a base for
an MVS/XA or MVS/370 environment.

MVT. Mounted volume table.

MWE. Management work element.

N

non-DFSMShsm-managed volume. A volume not
defined to DFSMShsm containing data sets that are
directly accessible to users.

O

OCDS. Offline control data set.
O/C/EQV. Open/close/end-of-volume.
OCO. Object code only.
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offline control data set (OCDS). In DFSMShsm, a
VSAM, key-sequenced data set that contains
information about tape backup volumes and tape
migration level 2 volumes.

online. (1) Pertaining to the operation of a functional
unit when under the direct control of a computer. (A)
(ISO) (2) Pertaining to a user’s ability to interact with a
computer. (A) (3) Pertaining to a user’s access to a
computer via a terminal. (A) (4) Controlled by, or
communicating with, a computer.

original tape volume. In DFSMShsm, a 3480 or 3490
single-file tape volume, or the equivalent, used to store
data during migration or backup processing, and from
which a copy (called the alternate volume) is made for
disaster recovery.

OS/VS2. A virtual storage operating system that is an
extension of OS/MVT.

owned space. The storage space on a set of volumes
to which DFSMShsm allocates migrated data sets and
backup versions, but to which user jobs should not
allocate. Included in this set are migration level 1,
migration level 2, and backup volumes.

owned volume. A volume on which DFSMShsm writes
dump, migration, or backup data sets.

P

parallel sysplex. A sysplex with one or more coupling
facilities. See also base sysplex and sysplex.

partitioned data set (PDS). A data set in DASD that
is divided into partitions, called members, each of which
can contain a program, part of a program, or data.

partitioned data set extended (PDSE). A DFP library
structure that is an enhanced replacement for a
partitioned data set.

path. (1) (T) In a network, any route between any two
nodes. (2) In a data base, a sequence of segment
occurrences from the root segment to an individual
segment. (3) In VSAM, a named, logical entity providing
access to the records of a base cluster either directly or
through an alternate index. (4) In an online IMS/VS
system, the route a message takes from the time it is
originated through processing; in a multisystem
environment, the route can include more than one
IMS/VS system.

PCDD. Pseudo common data set descriptor (CDD)
record.

PDA. Problem Determination Aid.
PDF. Program Development Facility.

PDS. Partitioned data set.



PDSE. Partitioned data set extended.
PE. Physical end.

peer-to-peer remote copy (PPRC). A hardware-based
remote copy option that provides a synchronous volume
copy across storage subsystems for disaster recovery,
device migration, and workload migration.

physical data set restore. In DFSMShsm, the
process of using a DFSMSdss function to restore one
data set from a dump copy created by using the
DFSMShsm full volume dump function.

physical end (PE). Signifies that the concurrent copy
process has finished copying the data to the output
device. Contrast withlogical end.

physical sequential. See sequential data set.

pool of volumes. See data set pool, general pool, and
volume pool.

PPRC. Peer-to-peer remote copy.

primary processing unit. In a multiple
processing-unit-environment, the processing unit
assigned to do level functions for backup and dump.
Level functions for backup are: backup of CDS, move
backup versions, and backup of migrated data sets.
Level functions for dump are: delete expired dump
copies, and delete excess dump VTOC copy data sets.

primary-processing-unit functions. (1) The level
functions (backing up migrated data sets, deleting
expired dump copies, and moving backup versions from
level 1 volumes backup volumes) that must be
performed by the primary processing unit. (2) See level
functions.

primary volume. A non-SMS volume managed by
DFSMShsm containing data sets that are directly
accessible to the user.

problem determination aid trace. This data set is
used to gather information about DFHSM processing.

promotion. The process of one host taking over level
functions for another. See also demotion.

PSCB. Protected step control block.
PSP. Preventive service planning.
PSW. Program status word.

PTF. Program temporary fix.

Q

quiesce time. A time of day after which an automatic
function does not start processing any more volumes.

R

RACF. Resource Access Control Facility.

recall. The process of moving a migrated data set
from a level 1 or level 2 volume to a
DFSMShsm-managed volume or to a volume not
managed by DFSMShsm.

reconnection. In DFSMShsm, the process by which
an unchanged data set recalled from a migration Level
2 tape is space managed by reestablishing access to
the migration copy from which it was recalled, rather
than by moving the data set and creating a new
migration copy.

record-level sharing (RLS). An extension to VSAM
that provides direct shared access to a VSAM data set
from multiple systems using cross-system locking.

recovery. In DFSMShsm, the process of copying a
backup version of a data set from a backup volume to a
specified volume or to the volume from which the
backup version was created.

recycle process. A DFSMShsm process that, based
on the percentage of valid data on a tape backup or
migration level 2 volume, copies all valid data on the
tape to a tape spill backup or migration level 2 volume.

reentrant. The attribute of a program or routine that
allows the same copy of that program or routine to be
used concurrently by two or more tasks.

Resource Access Control Facility (RACF). An IBM
licensed program that provides access control by
identifying and by verifying users to the system. RACF
authorizes access to protected resources, logs
unauthorized access attempts, and logs accesses to
protected data sets.

restart data set. A data set created by DFSMShsm if
aggregate recovery fails. It contains a list of all the data
sets successfully restored during the aggregate
recovery and allows the user to restart the aggregate
recovery after the cause of the failure has been
resolved.

restore. In DFSMShsm, the process of invoking
DFSMSdss to perform the program’s recover function.
In general, it is to return to an original value or image,
for example, to restore data in main storage from
auxiliary storage.

restricted command authority. In DFSMShsm,
allowing a user having at least read authority to each
data set within an aggregate group to process
ABACKUP or ARECOVER.

retired version. In DFSMShsm, a specially marked
backup version that DFSMShsm created before it
deleted the non-SMS-managed original data set during
data set retirement.
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retirement. See data set retirement.
REXX. Restructured extended executor.
RLS. Record level sharing.

roll off. When a new backup, dump, or generation
data set copy is created, the oldest copy becomes a
candidate for deletion, to maintain a customer-specified
limit.

RPL. Request parameter list. Part of VSAM control
block.

RRDS. Relative record data set.

S

SAF. System authorization facility.

SAQ. Supplement for additional quantities.
SCP. System control programming.

SDSP. Small data set packing.

secondary address space. Synonym for DFSMShsm
secondary address space.

selection data set. In aggregate backup and recovery
processing, a sequential data set or a member of a
partitioned data set used to define the data sets that
compose the input to the aggregate backup function. It
contains any include, exclude, accompany, or allocate
lists.

sequential data set. A data set whose records are
organized on the basis of their successive physical
positions, such as on magnetic tape.

similar device. A (DASD) device with the same
number of bytes per track and tracks per cylinder.

single-cluster control data set. A control data set
(MCDS or BCDS) that is represented by a single VSAM
key-sequenced data set (KSDS) cluster. This can be a
key-range or non-key-range cluster.

single-file format. In DFSMShsm, a 3480 or 3490
format, or the equivalent, consisting of one
standard-label data set that spans up to 255 tape
volumes.

single DFSMShsm-host environment. Any
environment in which a single DFSMShsm host has
exclusive use of a set of control data sets.

small data set packing (SDSP). In DFSMShsm, the
process used to migrate data sets that contain equal to
or less than a specified amount of actual data. The data
sets are written as one or more records into a VSAM
data set on a migration level 1 volume.
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small-data-set-packing data set. In DFSMShsm, a
VSAM key-sequenced data set allocated on a migration
level 1 volume and containing small data sets that have
migrated.

SMF. System Management Facilities.

SMP. System Modification Program.

SMP/E. System Modification Program Extended.
SMS. Storage Management Subsystem.

SMS class. A list of attributes that SMS applies to
data sets having similar allocation (data class),
performance (storage class), or availability
(management class) needs.

SMS-managed data set. A data set that has been
assigned a storage class.

space manager. Synonym for storage administrator.

space management. In DFSMShsm, the process of
managing aged data sets on DFSMShsm-managed and
migration volumes. The three types of space
management are: migration, deletion, and retirement.

spanning data sets. Data sets that span one or more
tape volumes. The tape volumes that are spanned are
part of a connected set. See also connected set.

specific scratch pool. A group of empty tapes with
unique serial numbers that are known to DFSMShsm as
a result of being defined to DFSMShsm with the
ADDVOL command.

spill backup volume. A volume owned by
DFSMShsm to which all but the latest backup version of
a data set are moved when more space is needed on a
DASD daily backup volume or all valid versions are
moved when a tape backup volume is recycled.

spill process. A DFSMShsm process that moves all
but the latest backup version of a data set from a DASD
daily backup volume to a spill backup volume.

SSF. Software Support Facility.

SSI.  Subsystem interface.

SSM. Secondary space management.

SSSA. Subsystem option block extension for SMS.

storage administrator. In DFSMShsm, the person
who is authorized through the DFSMShsm AUTH
command to issue DFSMShsm system programmer and
storage administrator commands, who can affect the
authority of other DFSMShsm users, and who controls
the ways DFSMShsm manages DASD space.



storage class. A named list of data set storage
service attributes that identifies performance and
availability requirements. SMS uses these attributes to
control data placement.

storage group. (1) A named list of DASD volumes
used for allocation of new SMS-managed data sets, or
a dummy storage group, or a VIO storage group. (2) A
list of real DASD volumes, or a list of serial numbers of
volumes that no longer reside on a system but that end
users continue to refer to in their JCL.

storage hierarchy. An arrangement in which data may
be stored in several types of storage devices that have
different characteristics such as capacity and speed of
access.

Storage Management Subsystem (SMS). An
operating environment that helps automate and
centralize the management of storage. To manage
storage, SMS provides the storage administrator with
control over data class, storage class, management
class, storage group, and ACS routine definitions.

suballocated file. A VSAM file that occupies a portion
of an already defined data space. The data space may
contain other files. Contrast with unique file.

subsystem interface (SSI). The means by which
system routines request services of the master
subsystem, a job entry subsystem, or other subsystems
defined to the subsystem interface.

SVC. Supervisor call instruction.

sysplex. A set of MVS or z/OS systems
communicating and cooperating with each other through
certain multisystem hardware components and software
services to process customer workloads. This term is
derived from system complex. See also base sysplex
and parallel sysplex.

sysplex timer. An IBM unit that synchronizes the
time-of-day (TOD) clocks in multiple processors or
processor sides.

system-managed storage. An approach to storage
management in which the system determines data
placement and an automatic data manager handles
data backup, movement, space, and security.

T

take back. Process performed by a demoted host to
take back the level functions that have been taken over
by a promoted host.

TCB. Task control block.

threshold of occupancy. A limit of occupied space on
a volume managed by DFSMShsm.

time sharing option (TSO). An option on the
operating system for a System/370 that provides
interactive time sharing from remote terminals.

TIOT. Task input/output table.
TMP. Terminal monitoring program.
TOD. Time of day.

trace. (1) Arecord of the execution of a computer
program that exhibits the sequence in which the
instructions were executed. (2) To record a series of
events as they occur.

TSO. Time sharing option.
TSO/E. Time sharing option/extended.
TTOC. Tape table of contents record.

TVT. Tape volume table.

U

UCB. Unit control block.

UID. The DFSMShsm authorized-user identification in
1 to 7 characters.

undirected recall. In DFSMShsm, moving a migrated
data set from a level 1 or level 2 volume to a level 0
volume without specifying the target volume or unit
where the volume can be allocated. Undirected recall
can be automatic or by command.

unique file. A VSAM file that occupies a data space of
its own. The data space is defined at the same time as
the file and cannot contain any other file. Contrast with
suballocated file.

unlike device. A DASD device with a different number
of bytes per track and tracks per cylinder, or both.

user catalog. An optional catalog used in the same
way as the master catalog and pointed to by the master
catalog. Use of user catalogs lessens the contention for
the master catalog and facilitates volume portability.

user exit. A programming service provided by an IBM
software product that may be requested during the
execution of an application program that transfers
control back to the application program upon the later
occurrence of a user-specified event.

V

VAC. Volume activity count record.

virtual DASD. In DFSMShsm, this refers to the 3850
Mass Storage System (MSS).
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virtual storage access method (VSAM). An access
method for indexed or sequential processing of fixed
and variable-length records on direct access devices.
The records in a VSAM data set or file can be
organized in logical sequence by a key field (key
sequence), in the physical sequence in which they are
written on the data set or file (entry-sequence), or by
relative-record number.

virtual storage constraint relief (VSCR). A function
that increases the amount of storage available for the
user’s application program.

volume. (1) A certain portion of data, together with its
data carrier, that can be handled conveniently as a unit.
(ISO) (2) A data carrier that is mounted and demounted
as a unit, for example, a reel of magnetic tape, a disk
pack. (ISO) (3) That portion of a single unit of storage
that is accessible to a single read/write mechanism, for
example, a drum, a disk pack, or part of a disk storage
module. (4) A storage medium that is mounted and
demounted as a unit; for example, magnetic tape or
diskette.

volume pool. In DFSMShsm, a set of related primary
volumes. When a data set is recalled, if the original
volume that it was on is in a defined volume pool, the
data set can be recalled to one of the volumes in the
pool.

volume serial number. An identification number in a
volume label that is assigned when a volume is
prepared for use in the system.

volume table of contents (VTOC). (1) A table on a
direct access volume that describes each data set on
the volume. (2) An area on a disk or diskette that
describes the location, size, and other characteristics of
each file and library on the disk or diskette.

VSA. VSAM data set allocation control block.
VSAM. Virtual storage access method.

VSAM sphere. A sphere containing the following eight
components: base cluster, base data object, base index
object, base path, alternate index, alternate index data
object, alternate index index object, and alternate index
path.

VSCR. Virtual storage constraint relief.
VSR. Volume statistics record.
VTOC. Volume table of contents.

VTOC copy data set. A data set that contains a copy
of the VTOC entry for each data set that DFSMShsm
backs up or dumps.

VTS. Virtual tape server.

VVDS. VSAM volume data set.
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W

WPCDD. ABACKUP/ARECOVER pseudo CDD
parameter list.

WWEFSR. ABACKUP/ARECOVER backup and
recovery record.

X

XCF. Cross-system coupling facility.

XRC. Extended remote copy.
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