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About This Book

This book contains sample definitions to help system programmers define resources
in a VTAM network.

Attention: Be aware that these samples are for illustrative purposes only; they are
not intended to run in your network as presented here. You are responsible for
making the proper modifications to the samples for your specific installation. For
example, operands that define such items as line speed and control unit addresses
must be changed to match the needs of your installation.

Note: These samples are not all taken from the same network. Therefore, host
AO1N in one sample is not necessarily the same host as AO1N in any other
sample.

How to Use This Book

This book is an aid to be used in conjunction with the following VTAM books:
. osc cati S “GNAN o] on Guicd

In each chapter you will find sample resource definitions for commonly used
network configurations and networking functions. After determining, with the help of

the 2408 Communications Server: SNA Network Implementation Guidd, what

resources need to be defined to |mplement your own VTAM network conflguratlon

ou can then refer to
mo find samples of the resource definitions you need. Since these samples
are for guidance only, you must then customize them to your specific networking
environment.

You will notice that certain keywords are highlighted in the samples shown here.
The highlighted keywords are those keywords that are referenced in the
accompanying text.

This book does not explain in detail the syntax used in the sample definitions. For
more information on the syntax, refer to the [z20S Communications Server:- SNA
Besource Definition Beferencd.

For installation and coding instructions, and for more detailed descriptions of the
functions covered in these samples, refer to the [z20S Communications Server: SNA
Network Implementation Guidd. The [2/0S Communications Server: SNA Network

Implementation Guidd also contains many samples and examples in addition to
those presented in this book.

For an overview of VTAM’s support for APPN and the new functions in z/OS

Communications Server, refer to 2Z0S Communications Server: SNA Migration.

Artwork Used in This Book

Eigure 1 on page xid shows the conventions used in this book to illustrate the parts
of a network.

© Copyright IBM Corp. 1991, 2001 xiii
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Where to Find More Information

This section contains:

Pointers to information available on the Internet
Information about licensed documentation
Information about LookAt, the online message tool
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* A set of tables that describes the books in the zZOS Communications Server
(z/OS CS) library, along with related publications

Where to Find Related Information on the Internet

Home Page Web address

2/0S bitp://www ibm com/servers/eserver/zseries/zos)

2/0S Internet Library

IBM Communications Server product

IBM Communications Server support
bitp://mww software ibm com/netwark/commserver/suppart]
IBM Systems Center publications
bitp:/Avww redbocks ibm coml
IBM Systems Center flashes
VTAM and TCP/IP
http://www software ibm com/netwark/commserver/about/csaos390 html
IBM http://www ibm com
RFC bhttp://www ietf org/rfc html

Information about Web addresses can also be found in informational APAR [111334.

DNS Web Sites
For information about DNS, see the following Web sites:

USENET news groups:
comp.protocols.dns.bind
For BIND mailing lists, see:
* http://www.isc.org/ml-archives/
— BIND Users
- Subscribe by sending mail to bind-users-request@isc.org

- Submit questions or answers to this forum by sending mail to
bind-users@isc.org

— BIND 9 Users (Note: This list may not be maintained indefinitely.)
- Subscribe by sending mail to bind9-users-request@isc.org

- Submit questions or answers to this forum by sending mail to
bind9-users @isc.org

For definitions of the terms and abbreviations used in this book, you can view or
download the latest IBM Glossary of Computing Terms at the following Web
address:

TR . o]

Note: Any pointers in this publication to Web sites are provided for convenience
only and do not in any manner serve as an endorsement of these Web sites.

Licensed Documents

z/OS Communications Server licensed documentation in PDF format is available on
the Internet at the IBM Resource Link Web site at
hitp://awww ibm com/servers/resourcelink. Licensed books are available only to
customers with a zZOS Communications Server license. Access to these books
requires an IBM Resource Link Web user ID and password, and a key code. With

About This Book XV


http://www.ibm.com/servers/eserver/zseries/zos/
http://www.ibm.com/servers/eserver/zseries/zos/bkserv/
http://www.software.ibm.com/network/commserver/
http://www.software.ibm.com/network/commserver/support/
http://www.ibm.com/redbooks
http://www.ibm.com/support/techdocs
http://www.software.ibm.com/network/commserver/about/csos390.html
http://www.ibm.com
http://www.rfc-editor.org/rfc.html
http://www.ibm.com/ibm/terminology
www.ibm.com/servers/resourcelink

your z/OS Communications Server order, you received a memo that includes this
key code. To obtain your IBM Resource Link Web user ID and password, log on to

http://www ibm com/servers/resourcelinK. To register for access to the z/OS licensed

books perform the following steps:

Log on to Resource Link using your Resource Link user ID and password.
Click on User Profiles located on the left-hand navigation bar.

Click on Access Profile.

Click on Request Access to Licensed books.

5. Supply your key code where requested and click on the Submit button.

PoOobd -~

If you supplied the correct key code, you will receive confirmation that your request
is being processed. After your request is processed, you will receive an e-mail
confirmation.

You cannot access the z/OS licensed books unless you have registered for access
to them and received an e-mail confirmation informing you that your request has
been processed. To access the licensed books:

1. Log on to Resource Link using your Resource Link user ID and password.
Click on Library.

Click on zSeries.

Click on Software.

Click on Z/0S Communications Server.

Access the licensed book by selecting the appropriate element.

ook wDd

LookAt, an Online Message Help Facility

XVi

LookAt is an online facility that allows you to look up explanations for zZOS CS
messages and system abends.

Using LookAt to find information is faster than a conventional search because
LookAt goes directly to the explanation.

LookAt can be accessed from the Internet or from a TSO command line.

To use LookAt as a TSO command, LookAt must be installed on your host system.
You can obtain the LookAt code for TSO from the LookAt Web site by clicking on
News and Help or from the z/OS V1R2 Collection, SK3T-4269.

To find a message explanation from a TSO command line, simply enter
lookat+message ID, as in the following example:

lookat ezz8477i
This results in direct access to the message explanation for message EZZ84771.

You can use LookAt on the Internet at the following Web site:

o - | ot I

To find a message explanation from the LookAt Web site, simply enter the message
ID. You can select the release, if applicable.

z/OS V1R2.0 CS: SNA Resource Definition Samples
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How to Contact IBM® Service

For telephone assistance in problem diagnosis and resolution (in the United States
or Puerto Rico), call the IBM Software Support Center anytime (1-800-237-5511).
You will receive a return call within 8 business hours (Monday — Friday, 8:00 a.m. —
5:00 p.m., local customer time).

Outside of the United States or Puerto Rico, contact your local IBM representative
or your authorized IBM supplier.

z/0OS Communications Server Information

This section contains descriptions of the books in the zZOS Communications Server
library.

z/OS Communications Server publications are available:
* Online at the z/OS Internet Library web page at

* In hardcopy and softcopy
* In softcopy only

Softcopy Information
Softcopy publications are available in the following collections:

Titles

Order Description
Number

z/0OS V1R2 Collection

SK3T-4269 This is the CD collection shipped with the z/OS product. It includes
the libraries for z/OS V1R2, in both BookManager and PDF formats.

z/OS Software Products
Collection

SK3T-4270 This CD includes, in both BookManager and PDF formats, the
libraries of z/OS software products that run on z/OS but are not
elements and features, as well as the Getting Started with Parallel

Sysplex bookshelf.
z/0OS V1R2 and Software SK3T-4271 This collection includes the libraries of z/OS (the element and
Products DVD Collection feature libraries) and the libraries for z/OS software products in both

BookManager and PDF format. This collection combines SK3T-4269
and SK3T-4270.

z/0S Licensed Product Library | SK3T-4307 This CD includes the licensed books in both BookManager and PDF

format.

IBM S/390 Redbooks
Collection

System Center Publication SK2T-2177 This collection contains over 300 ITSO redbooks that apply to the

S/390 platform and to host networking arranged into subject
bookshelves.

z/0OS Communications Server Library
The following abbreviations follow each order number in the tables below.

HC/SC — Both hardcopy and softcopy are available.

SC — Only softcopy is available. These books are available on the CD Rom
accompanying z/OS (SK3T-4269 or SK3T-4307). Unlicensed books can be viewed
at the z/OS Internet library site.

Updates to books are available on RETAIN and in the document called 0OS/390
DOC APARs and ++HOLD DOC data which can be found at
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hitp://www.s390 ibm com/0s390/bkserv/ new_tech_info.html. See tAppendix Al

Information Apars” on page 219 for a list of the books and the informational apars

(info apars) associated with them.

Planning and Migration:

Title Number Format Description
2/08_ Communications GC31-8774 |HC/SC This book is intended to help you plan for SNA, whether
(Server- SNA Migration you are migrating from a previous version or installing
SNA for the first time. This book also identifies the
optional and required modifications needed to enable
you to use the enhanced functions provided with SNA.
2208 Communicationd GC31-8773 |HC/SC This book is intended to help you plan for TCP/IP
\Server- IP Migration Services, whether you are migrating from a previous
version or installing IP for the first time. This book also
identifies the optional and required modifications needed
to enable you to use the enhanced functions provided
with TCP/IP Services.
Resource Definition, Configuration, and Tuning:
Title Number Format Description
/0S8 Communications SC31-8775 HC/SC This book describes the major concepts involved in
\Server: IP Configuratior] understanding and configuring an IP network. Familiarity
[Guidd with the z/OS operating system, IP protocols, z/OS
UNIX System Services, and IBM Time Sharing Option
(TSO) is recommended. Use this book in conjunction
with the /0S Communications Server: IP Configuration
[Beferencd.
z/0S Communications SC31-8776 |HC/SC This book presents information for people who want to
|Server: IP Configuration administer and maintain IP. Use this book in conjunction
[Referencd with the £/0S Communications Server: IP Configuration
. The information in this book includes:
» TCP/IP configuration data sets
» Configuration statements
* Translation tables
* SMF records
» Protocol number and port assignments
[z/0S Communications SC31-8777 HC/SC This book presents the major concepts involved in
(Server: SNA Network implementing an SNA network. Use this book in
Umplementation Guidd conjunction with the QS Communications Server: SNA
|Besource Definition Referencd.
/0S8 Communicationd SC31-8778 HC/SC This book describes each SNA definition statement,
|Server: SNA Resourcd start option, and macroinstruction for user tables. It also
[Definition Referencd describes NCP definition statements that affect
SNA.Use this book in conjunction with the Ve
C — 3 —CNAN Y 7y
(Gridd.
/08 Communications SC31-8836 SC This book contains sample definitions to help you
IServer: SNA Resourcd implement SNA functions in your networks, and includes
|Definition Sampled sample major node definitions.
/0S8 Communications SC31-8832 |SC This guide provides information to help you install,
IServer: AnyNet SNA over configure, use, and diagnose SNA over TCP/IP.
[Zcrir
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Title Number Format Description
[z/0S Communications SC31-8831 |SC This guide provides information to help you install,
IServer- AnyNet Sockets configure, use, and diagnose sockets over SNA. It also
lover SnA provides information to help you prepare application
programs to use sockets over SNA.
Operation:
Title Number Format Description
/08 Communicationd SC31-8780 HC/SC This book describes how to use TCP/IP applications. It
\Server- IP User's Guide and contains requests that allow a user to: log on to a
[Commandd remote host using Telnet, transfer data sets using FTP,
send and receive electronic mail, print on remote
printers, and authenticate network users.
/08 Communications SC31-8781 HC/SC This book describes the functions and commands
IServer: IP System helpful in configuring or monitoring your system. It
|Administrator’s Commandd contains system administrator's commands, such as
NETSTAT, PING, TRACERTE and their UNIX
counterparts. It also includes TSO and MVS commands
commonly used during the IP configuration process.
/0S8 Communications SC31-8779 HC/SC This book serves as a reference for programmers and
[Server: SNA Operation operators requiring detailed information about specific
operator commands.
l2/0S Communications SX75-0124 HC/SC This book contains essential information about SNA and
IServer: Operations Quick IP commands.
[Beferencd
Customization:
Title Number Format Description
lz/0S Communications LY43-0092 SC This book enables you to customize SNA, and includes
(Server: SNA Customization the following:
« Communication network management (CNM) routing
table
* Logon-interpret routine requirements
* Logon manager installation-wide exit routine for the
CLU search exit
» TSO/SNA installation-wide exit routines
* SNA installation-wide exit routines
/08 Communications SC31-8833 SC This book is for system programmers and network
IServer: IP Network Prin administrators who need to prepare their network to
m route SNA, JES2, or JESS printer output to remote
printers using TCP/IP Services.

Writing Application Programs:
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Title Number Format Description

/08 Communications SC31-8788 SC This book describes the syntax and semantics of

(Server 1P Application program source code necessary to write your own

W application programming interface (API) into TCP/IP.
You can use this interface as the communication base
for writing your own client or server application. You can
also use this book to adapt your existing applications to
communicate with each other using sockets over
TCP/IP.

208 Communications SC31-8807 |SC This book is for people who want to set up, write

\Server: IP CICS Socketd application programs for, and diagnose problems with

(Guicd the socket interface for CICS using z/OS TCP/IP.

2208 Communicationd SC31-8830 SC This book is for programmers who want application

|Server: IP IMS Sockets programs that use the IMS TCP/IP application

[Guidd development services provided by IBM’s TCP/IP
Services.

/0S8 Communications SC31-8787 SC This book describes the syntax and semantics of a set

\Server: IP Programmer’d of high-level application functions that you can use to

[Beferencd program your own applications in a TCP/IP
environment. These functions provide support for
application facilities, such as user authentication,
distributed databases, distributed processing, network
management, and device sharing. Familiarity with the
z/OS operating system, TCP/IP protocols, and IBM Time
Sharing Option (TSO) is recommended.

l2/0S Communications SC31-8829 |SC This book describes how to use SNA macroinstructions

[Server: SNA Programming to send data to and receive data from (1) a terminal in
either the same or a different domain, or (2) another
application program in either the same or a different
domain.

(/08 Communications SC31-8811  |SC This book describes how to use the SNA LU 6.2

[Server: SNA Programmerd application programming interface for host application

62 Guicd programs. This book applies to programs that use only
LU 6.2 sessions or that use LU 6.2 sessions along with
other session types. (Only LU 6.2 sessions are covered
in this book.)

/08 Communications SC31-8810 |SC This book provides reference material for the SNA LU

%ﬁmﬂ 6.2 programming interface for host application
programs.

z/08_Communications SC31-8808 |SC This book describes how applications use the

(Server CSM Guida communications storage manager.

2408 Communications SC31-8828 |SC This book describes the Common Management

\Server- CMIP Services and Information Protocol (CMIP) programming interface for

[Topology Agent Guidd application programmers to use in coding CMIP
application programs. The book provides guide and
reference information about CMIP services and the SNA
topology agent.

Diagnosis:

XX z/OS V1R2.0 CS: SNA Resource Definition Samples




Title Number Format Description
[z/0S Communications GC31-8782 |HC/SC This book explains how to diagnose TCP/IP problems
[Server: IP Diagnosid and how to determine whether a specific problem is in
the TCP/IP product code. It explains how to gather
information for and describe problems to the IBM
Software Support Center.
[z/0S Communications LY43-0088 HC/SC These books help you identify an SNA problem, classify
|Server: SNA Diagnosis Vol it, and collect information about it before you call the
l1_Techniques and LY43-0089 IBM Support Center. The information collected includes
and 2208 traces, dumps, and other problem documentation.
|Communications Serverl
|Dumps and the VIT
/08 Communications LY43-0090 SC These books describe SNA data areas and can be used
|Server: SNA Daia Areas to read an SNA dump. They are intended for IBM
Volume 1 and 2203 LY43-0091 programming service representatives and customer
(Communications Serverl personnel who are diagnosing problems with SNA.
ISNA Data Areas Volume 4
Messages and Codes:
Title Number Format Description
/08 Communications SC31-8790 HC/SC This book describes the ELM, IKT, IST, ISU, IUT, IVT,
IServer: SNA Messages and USS messages. Other information in this book
includes:
» Command and RU types in SNA messages
* Node and ID types in SNA messages
* Supplemental message-related information
z/0S Communications SC31-8783 HC/SC This volume contains TCP/IP messages beginning with
[Server— 1P Messaged EZA.
[z/0S Communications SC31-8784 HC/SC This volume contains TCP/IP messages beginning with
[Server: 1P Messages EZB.
[z/0S Communications SC31-8785 |HC/SC This volume contains TCP/IP messages beginning with
IServer: IP Messages EZY.
[z/0S Communications SC31-8786 |HC/SC This volume contains TCP/IP messages beginning with
(Server- IP Messages EZZ and SNM.
Volume 4 (EZZ-SNM)
/0S8 Communicationd SC31-8791 | HC/SC This book describes codes and other information that
(Server: IP and SNA Codes appear in z/OS Communications Server messages.

APPC Application Suite:

Title

Number Format

Description

z/0OS Communications

Server: APPC Application

Suite User’s Guide

GC31-8809 |SC

This book documents the end-user interface (concepts,
commands, and messages) for the AFTP, ANAME, and
APING facilities of the APPC application suite. Although
its primary audience is the end user, administrators and
application programmers may also find it useful.
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Title

Number Format Description

z/0OS Communications
Server: APPC Application need to configure the APPC application suite and to
Suite Administration

SC31-8835 SC This book contains the information that administrators

manage the APING, ANAME, AFTP, and A3270 servers.

z/OS Communications
Server: APPC Application programmers need to add the functions of the AFTP
Suite Programming

SC31-8834 SC This book provides the information application

and ANAME APIs to their application programs.

Redbooks
The following Redbooks may help you as you implement zZOS Communications
Server.

Volume 3: MV'S Applications

Title Number
TCPV/IP Tutorial and Technical Overview GG24-3376
SNA and TCP/IP Integration SG24-5291
IBM Communication Server for 0S/390 V2R10 TCP/IP Implementation Guide: SG24-5227
Volume 1: Configuration and Routing

IBM Communication Server for 0S/390 V2R10 TCP/IP Implementation Guide: SG24-5228
Volume 2: UNIX Applications

IBM Communication Server for 0S/390 V2R10 TCP/IP Implementation Guide: SG24-5229

0S/390 Secureway Communication Server V2R8 TCP/IP Guide to Enhancements SG24-5631

TCP/IP in a Sysplex SG24-5235
Managing OS/390 TCP/IP with SNMP SG24-5866
Security in OS5/390-based TCP/IP Networks SG24-5383
IP Network Design Guide SG24-2580

Related Information

For information about z/OS products, refer to zZ0S Information Roadmap

(SA22-7500). The Roadmap describes what level of documents are supplied with
each release of zZOS Communications Server, as well as describing each z/OS
publication.

The table below lists books that may be helpful to readers.

Title Number

[z/08 SecureWay Security Server Firewall Technologied SC24-5922

1s/390:- OQA-F)(‘nrpce Customer’s Guide and Referenca SA22-7403
Determining If a Publication Is Current
As needed, IBM updates its publications with new and changed information. For a
given publication, updates to the hardcopy and associated BookManager softcopy
are usually available at the same time. Sometimes, however, the updates to
hardcopy and softcopy are available at different times. Here is how to determine if
you are looking at the most current copy of a publication:
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3.

At the end of a publication’s order number there is a dash followed by two
digits, often referred to as the dash level. A publication with a higher dash level
is more current than one with a lower dash level. For example, in the publication
order number GC28-1747-07, the dash level 07 means that the publication is
more current than previous levels, such as 05 or 04.

If a hardcopy publication and a softcopy publication have the same dash level, it
is possible that the softcopy publication is more current than the hardcopy
publication. Check the dates shown in the Summary of Changes. The softcopy
publication might have a more recently dated Summary of Changes than the
hardcopy publication.

To compare softcopy publications, you can check the last two characters of the
publication’s filename (also called the book name). The higher the number, the
more recent the publication. Also, next to the publication titles in the CD-ROM
booklet and the readme files, there is an asterisk (*) that indicates whether a
publication is new or changed.
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Summary of Changes

Summary of Changes
for SC31-8836-00
z/OS Version 1 Release 2

The book contains information previously presented in 0S/390 V2R5 eNetwork
Communications Server: Resource Definition Samples, SC31-8566.

This book contains terminology, maintenance, and editorial changes. Technical

changes or additions to the text and illustrations are indicated by a vertical line to
the left of the change.
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Chapter 1. Adjacent Control Point Major Node

About This Chapter

This chapter describes sample adjacent control point major node definitions.

You need an adjacent control point major node to define all the adjacent CPs with
which you want your VTAM node to establish CP-CP sessions. The adjacent control
point major node consists of ADJCP definition statements (the minor nodes), each
of which represents an adjacent control point.

If the DYNADJCP start option is defaulted or specified as YES, an adjacent CP
major node, ISTADJCP, is automatically created when VTAM is initialized. Adjacent
CP minor nodes will then be created as needed to provide control and management
of connections to adjacent APPN nodes. It is not necessary, in this case, to code an
adjacent control point major node.

Note: Unless CDRSCs are predefined for adjacent CPs, CDRDYN=YES is also
required for the dynamic creation of adjacent CP minor nodes.

If the DYNADJCP start option is defaulted or specified as YES, and you code an
ADJCP major node, adjacent control points not specified in the ADJCP major node
are still dynamically defined in the ISTADJCP major node.

If you define the DYNADJCP start option as NO, you need to define every potential
adjacent CP within adjacent CP major and minor nodes. Connections are
established with only those nodes you specify.

For more information about adjacent control point major nodes, see the Yo%

Eammumcaims.&enzeLSNA_Nebmszmplamaataﬁan_&uddorthem

Adjacent Control Point Major Nodes for a Small Network

The adjacent control point major node samples shown in this section are for a small
APPN network consisting of three network nodes (SSCP1A, SSCP2A, and
SSCPBA) and three end nodes (SSCP7B, SSCP9C, and SSCPAA). This network is
shown in Eigure 2 an page 2. Note that this graphic representation of the network is
only intended to describe the overall topology of the network. The actual physical
connections are not shown.
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NETA

SSCPBA SSCPAA
SSCP1A
SSCP2A
NN NN
[7=37 -3 L N NETB

-

SSCP9C SSCP7B

|

Figure 2. A Small APPN Network

Note also that not all the nodes have the same NETID.

Adjacent Control Point Major Node for SSCP1A

2

In the following example, there are five adjacent control point minor nodes in the
adjacent control point major node ADJCPAA. SSCP2A is the name of the first minor
node and the name of an adjacent CP to which connections are to be established.
Although SSCPAA is known to SSCP1A, its nodetype (end node) will not be learned
by SSCP1A until a connection is established between the two nodes. The following
list explains the significance of the various operands specified.

Operand
Meaning

NN=YES
The adjacent node is expected to be a network node. If you do not specify
a value for NN, then the APPN capabilities of the adjacent node are
identified and accepted when a connection is established.

NETID=NETA
The network identifier of SSCP2A is NETA.

DYNLU
Because DYNLU is not coded, its value is the value of the DYNLU start
option.

NATIVE
Because NATIVE is not coded, the two nodes negotiate their subnetwork
affiliation during connection establishment: if the NETIDs match, the
connection defaults to a native connection; if the NETIDs are different, the
connection defaults to a nonnative connection.

VN=NO
The adjacent CP is not a virtual node.
% =====> BEGINNING OF DATA SET ADJCP1A

kkhkkkkkkkhkkhkhkkhhkkhhkkkhkkhkhkkhhkhkkhhkkhhkhkhkkhhkhkhhkkhhkkhkhkkhkhkkhhkhkhhkkkhkkhkhkkhkkkhkkkkkkx
* Description: Adjacent CP Major Node for SSCP1A *
B R R R R R e R R R R R R R R R R R R R R R R R R R R R R R R R RS R R R R R R R R R R R R R R
*

ADJCP1A  VBUILD TYPE=ADJCP ADJACENT CP MAJOR NODE

SSCP2A ADJCP NN=YES, SSCP2A IS ADJACENT NN X
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NETID=NETA, NETA IS SSCP2A'S NETID X

VN=NO SSCP2A IS NOT A VIRTUAL NODE

SSCPAA ADJCP NETID=NETA NETA IS SSCPAA'S NETID

SSCPBA ADJCP  NN=YES, SSCPBA IS ADJACENT NN X
NETID=NETA NETA IS SSCPBA'S NETID

SSCP7B ADJCP  NN=NO, SSCP7B IS ADJACENT EN X
NETID=NETB, NETB IS SSCP7B'S NETID X
VN=NO SSCP7B IS NOT A VIRTUAL NODE

SSCPIC ADJCP  NN=NO, SSCP9C IS ADJACENT EN X
NETID=NETC NETC IS SSCP9C'S NETID

* =====> END OF DATA SET ADJCPI1A

Adjacent Control Point Major Node for SSCP2A

In the adjacent control point major node below, note that, although SSCPAA is
known to SSCP2A, its nodetype (end node) will not be learned by SSCP2A until a
connection is established between the two nodes.

x =====> BEGINNING OF DATA SET ADJCP2A

khkkkkhkhkkhkhkkkhhhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhhkhkhhhhhhhhhhhhhhhhhhhhhhhhhkkhkhkkxkx
* Description: Adjacent CP Major Node for SSCP2A *
khkkhkkhkhkhkhkhkhkhkhhkhkhhhhhhhhhhhkhkhkhhhkhhhhhdhhhdhdhdhhdhdhhdhhhhhhhhhhhhhhhhhhkhkhkkxkx
*

ADJCP2A  VBUILD TYPE=ADJCP

SSCP1A ADJCP NN=YES,NETID=NETA

SSCPAA ADJCP NETID=NETA

SSCPCA ADJCP NN=YES,NETID=NETA

SSCP7B ADJCP NN=NO,NETID=NETB

SSCPIC ADJCP  NN=NO,NETID=NETC

* =====> END OF DATA SET ADJCP2A

Adjacent Control Point Major Node for SSCPBA

In the adjacent control point major node below, note that, although SSCPAA is
known to SSCPBA, its nodetype (end node) will not be learned by SSCPBA until a
connection is established between the two nodes.

* =====> BEGINNING OF DATA SET ADJCPBA
khkkkkkkkkkkkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkkk* *k*k * * *kkkkkkk
* Description: Adjacent CP Major Node for SSCPBA *

S o oo ook o ook ok ook ko ke ok ko ok ok ek ko ke ko ke ko
*

ADJCPBA  VBUILD TYPE=ADJCP

SSCP1A ADJCP  NN=YES,NETID=NETA

SSCPAA ADJCP NETID=NETA

SSCPIC ADJCP  NN=NO,NETID=NETC

* =====> END OF DATA SET ADJCPBA

Adjacent Control Point Major Node for SSCPAA

In the adjacent control point major node shown below, note that although SSCPBA
has predefined SSCPAA as an adjacent control point (see E

1), SSCPAA has not predefined SSCPBA as an adjacent
control point. Therefore, SSCPAA must have the DYNADJCP start option defaulted
or coded as YES to establish CP-CP sessions with SSCPBA.
* =====> BEGINNING OF DATA SET ADJCPAA

B e e R R T T T R R R S S R S S E R L e L L

* Description: Adjacent CP Major Node for SSCPAA *

R R e e e o e T T T R R R S S R R R S e R L R L s L

*

ADJCPAA  VBUILD TYPE=ADJCP

SSCP1A ADJCP  NN=YES,NETID=NETA
SSCP2A ADJCP NN=YES,NETID=NETA
x =====> END OF DATA SET ADJCPAA
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Adjacent Control Point Major Node for SSCP7B

Note that this end node has defined both SSCP1A and SSCP2A as adjacent control
points. These definitions are required for either SSCP1A or SSCP2A to act as
SSCP7B’s network node server, in the event that the DYNADJCP start option had
been coded with NO as a value.

* =====> BEGINNING OF DATA SET ADJCP7B

KA K kA Kk hkhkhhhkhhhhhhhhhhhhhhhhhhhhhddhhdhdhdhdhdhdhhdhhhhhhhhhhhkhhhhhhhhkhdxx
* Description: Adjacent CP Major Node for SSCP7B *
AR A AR A AR AR AR AR A A A A A A Ak A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A Ak hx*x
*

ADJCP7B VBUILD TYPE=ADJCP

SSCP1A ADJCP NN=YES,NETID=NETA

SSCP2A ADJCP NN=YES,NETID=NETA

* =====> END OF DATA SET ADJCP7B

Adjacent Control Point Major Node for SSCP9C

Note that this end node has defined both SSCP1A and SSCPBA as adjacent control
points. These definitions are required for either SSCP1A or SSCPBA to act as
SSCP7B’s network node server, in the event that the DYNADJCP start option had
been coded with NO as a value.

* =====> BEGINNING OF DATA SET ADJCP9C

AR A AR AR AR Ak Ak h A hhhhhhhhhhhhhkhkhhhkhkhkhkhkhkhkhkhkhkhkhkhkhkkhhkkkhhx*x
* Description: Adjacent CP Major Node for SSCP9C *
AR R AR AR R A A R A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A XA A Ak h k% * %%

*

ADJCP9C  VBUILD TYPE=ADJCP

SSCP1A ADJCP NN=YES,NETID=NETA
SSCPBA ADJCP  NN=YES,NETID=NETA
x =====> END OF DATA SET ADJCP9C

Adjacent Control Point Minor Node with DYNLU=NO

4

In the following example, SSCP2A is defined as an adjacent control point with
DYNLU=NO, specifying that dynamic definition of logical units is not allowed for
SSCP2A. Unless you predefine the logical units that use adjacent link stations
attached to this adjacent CP, the session request will fail. DYNLU=NO overrides the
value coded on the DYNLU start option and also overrides the values coded on
definition statements for resources attached to this adjacent CP.

* =====> BEGINNING OF DATA SET CMAD0901
hhkhkkhkrhhkhhhhhhhdrhhrhhhhhhdhhdrhhrhhhhhhdhhdrhdhdhhhdhhdrhdrhhhhhhdrhdxx

* Description: Adjacent CP Major Node for SSCP1A *
khhkkkhhhkhhhhhhhkdhhhkrhhhhhhdhhhdrhhhhhhhhhdhrhdhrhhhhhhdhrhdhrhdhhrhdhhrhdhrdhdx

*

ADJCP1A  VBUILD TYPE=ADJCP

SSCP2A  ADJCP NN=YES,NETID=NETA,DYNLU=NO

SSCPAA  ADJCP NETID=NETA

% =====> END OF DATA SET CMAD0901
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Chapter 2. Application Program Major Node

About This Chapter

This chapter contains sample application definitions used by hosts in the VTAM
network.

Application programs must be defined within an application program major node.
Each application program represents a minor node.

LU 6.2 Conversation-Level Security

VTAM’s LU 6.2 support provides five levels of conversation-level security for user ID
verification, specified on the SECACPT operand of the APPL definition statement.

NONE means the logical unit does not support conversation requests containing
access security subfields.

CONV means the logical unit supports conversation requests containing access
security subfields.

ALREADYYV means the logical unit supports conversation requests containing
access security subfields and it also accepts already-verified indications that it
receives in conversation requests from partner logical units.

PERSISTV means the logical unit supports conversation requests containing
access security subfields and it also accepts persistent verification indications
that it receives in conversation requests.

AVPV means the logical unit supports conversation requests containing access
security subfields, and it also accepts the already-verified indications and
persistent verification indications that it receives in conversation requests.

APPC=YES is required for LU 6.2 conversation-level security.

Persistent verification during an LU 6.2 session means that, after a successful initial
sign-on (in which a password is required), the user’s ID and other relevant
information are saved by the local and remote logical units. The user can then
request access to secure resources at the remote logical unit without providing the
user’s password. The remote logical unit considers the user’s authorization to be
already verified.

© Copyright IBM Corp. 1991, 2001
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Figure 3. LU 6.2 Persistent Verification. Host A01 is an interchange node (ICN). Host A02 is
a subarea node (SA).

For a more detailed description of LU 6.2 conversation-level verification, refer to the
LOS C — 3 "SNAP U 6.0 G,
For more information on PERSISTV, AVPV, and the other SECACPT options, refer

to the [zZ0S Communications Server: SNA Resource Definition Referenca.

The next sample illustrates the use of the SECACPT operand.
hkkhkhkkhkhkkhkhkkhkhhhhhhhhhhhhhhhhhhhhhkhhhkhhhkhhhhhhhhhhhhhhhhhkhhhkhhkhhkdhhhksxx

* AQ1APPLS - VTAM APPLICATION PROGRAM MAJOR NODE - ICN AO1 *

B R R R R R R R R R R R R R R T R R R R R R R R R R R R R R R R R

* APPLS WITH LU6.2 CONVERSATION SECURITY *

B R o e e e R R T R R R R R S S R L R R L L L

VBUILD TYPE=APPL
SAPPLO1A APPL AUTH=(ACQ,PASS), X
APPC=YES, **% REQUIRED FOR SECACPT KEYWORD =X
X

MODETAB=AMODETAB,
x% CONVERSATION ACCESS SUBFIELDS »**

SECACPT=CONV
SAPPLO1B APPL AUTH=(ACQ,PASS), X
APPC=YES, x*x REQUIRED FOR SECACPT KEYWORD  **X
X

MODETAB=AMODETAB,
SECACPT=ALREADYV x% ALREADY VERIFIED INDICATIONS  **

SAPPLO1C APPL AUTH=(ACQ,PASS),
APPC=YES, ** REQUIRED FOR SECACPT KEYWORD  **X
MODETAB=AMODETAB, X
SECACPT=NONE *x NO CONVERSATION SECURITY *%
SAPPLO1D APPL AUTH=(ACQ,PASS), X
APPC=YES, ** REQUIRED FOR SECACPT KEYWORD  **X
X

MODETAB=AMODETAB,
SECACPT=PERSISTV *% PERSISTENT VERIFY INDICATIONS **

SAPPLOLE APPL AUTH=(ACQ,PASS),

APPC=YES, x*x REQUIRED FOR SECACPT KEYWORD  **X
MODETAB=AMODETAB, X
SECACPT=AVPV *x% ACCEPTS ALL INDICATIONS *k

EEE R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R

In the next sample, SAPPLO2E is defined with SECACPT=AVPV. This application
supports conversation requests containing access security subfields,
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already-verified indications, and persistent verification indications when
communicating with SAPPLO1E from the previous sample from AO1.

B R R R T R R S R R R T R S T R R R L

* AO2APPLS - VTAM APPLICATION PROGRAM MAJOR NODE - SUBAREA A02 *
R R s
* APPL WITH LU6.2 CONVERSATION *

R R R e e R T R R T S S R S T e S L R L L e R L R e e

VBUILD TYPE=APPL

SAPPLO2E APPL AUTH=(ACQ,PASS), X
APPC=YES, % REQUIRED FOR SECACPT KEYWORD#X
MODETAB=AMODETAB, X
VERIFY=OPTIONAL, % IDENTITY VERIFICATION w#X
SECACPT=AVPV % ACCEPTS ALL INDICATORS

hhhkhhhhhhhhrkrhhhrdhhddhddhddhhkdhhkhhhhkhhhhhhhdhhhhhhhhhhhhhhhhhhhhhkrrxx

LU 6.2 Session-Level Security

This function provides an optional security protocol for verifying the identity of a
partner LU when LU-LU sessions are established.

APPC=YES is required for LU 6.2 session-level security.

During activation of LU 6.2 sessions involving control points, the VERIFYCP start
%tjon specifies whether VTAM performs session-level LU-LU verification. See page

Using the VERIFY Operand

The VERIFY operand specifies whether the VTAM program performs session-level
LU-LU verification during activation of LU-LU 6.2 sessions.

* VERIFY=NONE specifies that no verification of the partner LU’s identity takes
place during session activation.

* VERIFY=OPTIONAL specifies that identity verification is performed for certain
partner LUs during session activation. Determination for which partner LUs the
LU-LU verification is performed depends on whether there is a password defined
for the LU-LU pair in the installed security manager product.

* VERIFY=REQUIRED specifies that VTAM verifies the identity of all partner LUs
during activation of sessions between LU 6.2 applications. Every partner LU
must have an LU-LU password defined. Any partner LUs that do not have an
LU-LU password defined cannot establish LU 6.2 sessions with this application
program.

The example below illustrates the use of the VERIFY operand.

B R R R R R R R R R R R R R R R R R R R T R R L L

* AOQ2APPLS - VTAM APPLICATION PROGRAM MAJOR NODE - SUBAREA A02 *
S S oo ok oo e oo e o e e e e ek
* APPL WITH LU6.2 CONVERSATION *

B R o o e R T R R S S R S S R R L R S L S R L L R e e

VBUILD TYPE=APPL

SAPPLO2E APPL AUTH=(ACQ,PASS), X
APPC=YES, % REQUIRED FOR SECACPT KEYWORD#X
MODETAB=AMODETAB, X
VERIFY=0PTIONAL % IDENTITY VERIFICATION wX
SECACPT=AVPV % ACCEPTS ALL INDICATORS

R R o e e R T R R T S S R S R e S L R S L R L R R e e
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Using the SECLVL Operand

The SECLVL operand specifies whether enhanced security verification is used

during session-level LU-LU verification.

» SECLVL=ADAPT specifies that either the enhanced or the basic protocol for
identity verification will be performed on sessions that use session-level LU-LU
verification. VTAM attempts to use the enhanced protocol but accepts the use of
the basic protocol if the partner LU does not support the enhanced protocol.

» SECLVL=LEVEL1 specifies that the basic protocol is used for sessions that use
session-level LU-LU verification.

* SECLVL=LEVEL2 specifies that VTAM uses only the enhanced protocol for
identity verification. If the partner LU does not support the enhanced protocol,
VTAM rejects the session and issues a sense code.

The folowing example illustrates the use of SECLVL:
VBUILD TYPE=APPL

APPCAPO5 APPL AUTH=(ACQ,PASS),APPC=YES,SYNCLVL=SYNCPT,ATNLOSS=ALL, *
OPERCNOS=ALLOW,VERIFY=REQUIRED,SECLVL=ADAPT
APPCAPO6 APPL AUTH=(ACQ,PASS),APPC=YES,SYNCLVL=SYNCPT,ATNLOSS=ALL, *

OPERCNOS=ALLOW,VERIFY=REQUIRED,SECLVL=LEVEL1

APPCAPO7 APPL AUTH=(ACQ,PASS),APPC=YES,SYNCLVL=SYNCPT,ATNLOSS=ALL, *
OPERCNOS=ALLOW,VERIFY=REQUIRED,SECLVL=LEVEL2

LU 6.2 Selective Deactivation of Idle Sessions

8

You can limit the use of some network connections, such as lines, groups of lines,
and physical units. When a network connection is limited, a session on the
connection can be deactivated if no conversation is detected for a set period of
time. If all sessions are deactivated, the connection itself is deactivated.

Note: Only LU 6.2 sessions are affected by limited resource definition. Non-LU 6.2
sessions are unaffected and cannot be limited. In addition, defining a
network connection as limited does not affect VTAM CP LU 6.2 sessions.

To use this function, you must:

1. Choose which network connections you want to define as limited. The best
connections to choose are lines and physical units whose cost is determined by
the length of time a connection exists. Defining these as limited can help reduce
switched line connect charges.

You can define a line, a group of lines, or a physical unit as a limited resource
for the following major nodes:

* NCP

* External communication adapter (line only)

« Switched (physical unit only)

* Local SNA (physical unit only)

* Model (physical unit only).

2. Define the connections as limited resources by coding LIMRES=YES on the
major node’s GROUP, LINE, or PU definition statement.

3. Use the following steps to determine how long you want an inactive session to
remain on the queue before it is deactivated:
a. Determine the shortest line time cost interval for the connection.
b. Divide that interval in half.
c. Subtract 1 second.

z/OS V1R2.0 CS: SNA Resource Definition Samples



4. Code the result, in seconds, on the LIMQSINT operand on the APPL definition
statement.

For example, in Eigure 4, S28APPLA is an APPC application program and
B28CCNPU, a channel-attached type 2.1 node, has been defined for the channel
between B128 and NCP B75NCP. The value for LIMQSINT is determined as

follows:
1. The line time cost interval for S28APPLA is 4 minutes 2 seconds, or 242
seconds.

2. Divide that in half: 242 - 2 = 121.
Subtract 1: 121 — 1 = 120.

4. Code LIMQSINT=120 on the APPL definition statement (See [Definind
LIMQSINT” on page 10.)

In the local SNA major node, code LIMRES=YES on the PU definition statement for
B28CCNPU to define B2BCCNPU as a limited resource. (See

Deactivation of Idle | 1l 6 2 Sessions” on page 73.)

The above definitions will cause any any LU 6.2 sessions in which S28APPLA is
participating (except for LU 6.2 sessions that the VTAM CP is using) and which
traverse B28CCNPU to be deactivated if no conversations are detected for a period
of 120 seconds on B28CCNPU.

w

For more information on selective deactivation, refer to the z/0S Communicationd

For more information on the LIMRES and LIMQSINT operands, refer to the 03
E — 3 “SNAR Definifion Ber ]

B128

VTAM

S28APPLA

ICN

2.1

Figure 4. LU 6.2 Selective Deactivation. Host B128 is an interchange node (ICN).

Defining LIMRES

For an example of a major node that defines a limited resource, see ESelectivd
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Defining LIMQSINT

In the following definition, any LU 6.2 sessions in which S28APPLA is participating
and which traverse a limited resource will be deactivated if no conversations are
detected for a period of 120 seconds over that limited resource.

EE R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R

* B28APPLS - VTAM APPLICATION PROGRAM MAJOR NODE - ICN B1028 *
S e o oo ok o ook o ko ook ko ko ok ok e ek ek ek
* LIMITED RESOURCE APPL *

R R o e R R R R S R R R T R R L R L

VBUILD TYPE=APPL

S28APPLA APPL APPC=YES, X
AUTH= (ACQ, PASS) , X
LIMQSINT=(120) % LIMITED RESOURCE EXPIRATION #x

B R R R R R R R R R R R R R R R R R R R R R R L R R R R R R R

Application-Supplied Information for Switched Connections

A VTAM application program can supply dial number digits and other dial-out
switched connection information during session initiation. This application-supplied
information, which you provide in the ASDP control block, temporarily overrides the
information defined for the contacted device in a switched major node.

Note: This function also authorizes the application to override XID checking for the
contacted device. This can cause a security exposure.

This function can be used with a type 1 or 2 physical unit or a type 2.1 node.

A02

VTAM

APPLX2
(ASDP)

SA

Switched
Connection

SWCH0404

Figure 5. Application-Supplied Operands for Switched Connections. Host AO2 is a subarea
node (SA).

For more information on this function, refer to the /A0S Communications Server]
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For a sample switched major node that authorizes a physical unit to accept

application-supplied dial-out information, see [Application-Supplied Operands fof
Bwitched Connections” on page 144.

For more information on the ASDP control block, refer to 208 Communications

An application is authorized to supply dial-out information using the ASDP option on
the AUTH operand on the APPL definition statement in an application program
major node. Here, application APPLX2 is authorized to supply dial-out information
(AUTH=ASDP).

B R R R R R o e R R T T R R R R S S R S R E L L L L

*  AO2APPLS - VTAM APPLICATION PROGRAM MAJOR NODE - SUBAREA A02 *
dhkkhkhkhhhkhhhkhhhhhhhhhhhhhhhhhhdhhddhdhdhdhhdhhhhhhhdhhhhhhhkhhhhhhhkhhhhddhdxx
VBUILD TYPE=APPL
APPLX2  APPL AUTH=(ACQ,PASS,ASDP), X
MODETAB=AMODETAB, X
PARSESS=YES

B R R o e T R T T R R R R S S R S R E L L L L

Extended Wildcard Enhancement

Wildcard values enable an operator or program operator application to expand a
display by substituting special symbols (for example, * and ?) to represent
unspecified characters in the name of a resource. In the application program major
node named AO1APPLS (see below), the application program minor node
AOTNVPPT specifies the operand DSPLYWLD=YES. DSPLYWLD=YES indicates
that AOINVPPT—the program operator interface—is permitted to issue DISPLAY
commands containing wildcards when the DSPLYWLD start option is FULLWILD or
POAONLY. In addition, the application program must specify either AUTHLEN=PPO
or AUTHLEN=SPO for DSPLYWLD=YES to take effect. Therefore,
DISPLYWLD=YES is in effect for AOINVPPT (which specifies
AUTH=(NVPACE,PPQO)) and DSIAMLUT (which specifies AUTH=(SPO,ACQ)) but
not for AOTNVLUC (which only specifies AUTH=ACQ).

*  AO1APPLS - VTAM APPLICATION PROGRAM MAJOR NODE - ICN A0l *

VBUILD TYPE=APPL

AOINVPPT APPL AUTH=(NVPACE,PPO),

DSPLYWLD=YES,

DLOGMOD=DSILGMOD,

EAS=1,

MODETAB=AMODETAB,

PRTCT=AOLNV
DSIAMLUT APPL AUTH=(SPO0,ACQ),

DSPLYWLD=YES,

EAS=2,

PARSESS=YES,

PRTCT=AO1NV,

VPACING=1
Sk ok oo ko ok o o ko ok ko ok o ko ke ok ko ek ok ek ek ok ok e ok ko ke ok
* NETVIEW-NETVIEW COMMUNICATION *
S o oo ook o ook ok ko ok ko ek ok ke ek ok ek ke ok
AOINVLUC APPL AUTH=ACQ,

DLOGMOD=DSINLDML,

MODETAB=AMODETAB,

PARSESS=YES,

PRTCT=AO1INV

><X XX XX X X

><X XX X X X<

>< > X< X<
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Data Compression

VTAM’s data compression facility enables VTAM to compress the data on selected
LU-LU sessions when you are using application programs in a multiple-domain
network. The value specified on the COMPRES operand of the MODEENT
macroinstruction determines whether data compression is allowed. If your
application is the SLU and you want to use compression, code COMPRES=REQD
on the MODEENT macroinstruction in the logon mode table.

If data compression is allowed, VTAM supports the following levels:
* 0 No compression

* 1 Run-length encoding (RLE) compression

* 2 Small table compression

* 3 Medium table compression

* 4 Large table compression.

The CMPVTAM start option specifies the maximum compression level allowed for
sessions involving the host’s application programs. A VTAM host performs data
compression only if the CMPVTAM start option has been specified with a value in
the range 1-4. This level can be changed by the MODIFY COMPRESS command,
and displayed by the DISPLAY VTAMOPTS command.

If CMPVTAM has been specified with a value greater than 1, the CMPMIPS start
option can be used to balance the number of machine cycles needed with the
effectiveness of compression for outbound messages. Higher values for CMPMIPS
will likely increase both compression effectiveness and cycle usage, while lower
CMPMIPS values will likely lower both compression effectiveness and cycle usage.

Input and output compression levels for a specific application program are specified
on the CMPAPPLI and CMPAPPLO operands on the APPL definition statement. The
CMPAPPLI and CMPAPPLO operands specify the maximum compression levels for
an application’s input data (the data the PLU receives) and output data (the data
the PLU sends), respectively. An application program’s compression level can be
modified by the MODIFY COMPRESS command and displayed by the DISPLAY ID
command.

For more information on data compression, see the [zZ0S Communications Servert

Defining Compression Limits for Application ECHOO1

In the application program major node for ECHOO1 shown below, CMPAPPLI=4
means that large table data compression is used for ECHOO01’S input data when
VTAM is the PLU for the session, unless the value set on AO1’'s CMPVTAM start
option is lower.

CMPAPPLO=1 means that RLE data compression is used for ECHOO01’s output
data when VTAM is the PLU for the session, unless the value set on AO1’s
CMPVTAM start option is lower.

R R R e e e T T T T e S e S S R L e S L e L L e e Lt L Tt

*  AOQ1APPLS - VTAM APPLICATION PROGRAM MAJOR NODE - ICN A0l *
Kk AR AR AT AR AR FRHE R AR AR AT R A R AR H AT AT E R AT R E KR TR TR TR AK
VBUILD TYPE=APPL
ECHOO1  APPL APPC=YES, *% APPCCMD MACRO CAPABILITY *%X
AUTH=(ACQ, PASS), *% APPL AUTHORIZE VTAM FUNCTION #**X
AUTOSES=2, *% APPC - AUTO CONT WINNER SESS =**X
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CMPAPPLI=4, %% INPUT DATA COMPRESSION LEVEL #*X

CMPAPPLO=1, *% QUTPUT DATA COMPRESSION LEVEL#**X
DMINWNL=1, x% APPC - CONTENTION LOSER MIN =X
DMINWNR=1, *%* APPC - CONTENTION WINNER MIN %X
DSESLIM=4, *x%* APPC - MODE SESSION LIMIT x%X
MODETAB=AMODETAB, *+ LOGON MODE TABLE NAME *%X
PARSESS=YES x% PARALLEL SESSION CAPABILITY #=

Defining Compression Limits for Application ECHO02

In the application program major node for ECHOO02 shown below, CMPAPPLI=4
means that large table data compression is used for ECHOO02’S input data when
VTAM is the PLU for the session, unless the value set on A02’s CMPVTAM start
option is lower.

CMPAPPLO=2 means that small data compression is used for ECHO02’s output
data when VTAM is the PLU for the session, unless the value set on a A02’s
CMPVTAM start option is lower.

R e e e T T S T R S R S S R R R R b R R L R s L s

*  AQ2APPLS - VTAM APPLICATION PROGRAM MAJOR NODE - SUBAREA A02 *

e ok ek ok ek ok ok ok ok ok ok ok ok o ok ok o ok o ok ok o ok ok o ok ok o ok ok ok ok ok ke

VBUILD TYPE=APPL

ECH002  APPL APPC=YES, ** APPCCMD MACRO CAPABILITY *%X
AUTH=(ACQ, PASS), *x% APPL AUTHORIZE VTAM FUNCTION #+*X
AUTOSES=2, x% APPC - AUTO CONT WINNER SESS #*X
CMPAPPLI=4, x+ INPUT DATA COMPRESSION LEVEL #*X
CMPAPPLO=2, *% QUTPUT DATA COMPRESSION LEVEL#**X
DMINWNL=1, *% APPC - CONTENTION LOSER MIN #*X
DMINWNR=1, x% APPC - CONTENTION WINNER MIN #+*X
DSESLIM=4, *+* APPC - MODE SESSION LIMIT *%X
MODETAB=AMODETAB, *+ LOGON MODE TABLE NAME *%X
PARSESS=YES %% PARALLEL SESSION CAPABILITY ==

Resource Registration in an APPN Network

Resource registration places information about the location of resources in a
directory services database. This registration reduces broadcast searches by
ensuring that a resource will be found in the directory services database. Resources
can be registered to a directory database on a network node server and/or to a
central directory server.

For an application in an APPN network, the REGISTER operand on the GROUP or
APPL statement specifies how it should be registered.

REGISTER=CDSERVR
An end node resource should be registered to its network node server and
central directory resource registration is requested for it. A network node
resource is registered at the central directory server. This is the default for
non-TSO applications, because they are likely to be the object of a search.

REGISTER=NETSRVR
An end node resource should be registered to its network node server, but
central directory registration should not be requested for it.

REGISTER=NO
The resource should not be registered.

For more information on how applications are registered, see the zx0d
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The sample application program major node below illustrates the specification of
resource registration.
B R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R

**

*% APPLIA - APPL DECK FOR SSCP1A
*%
T LR L s

REGAPPL1 APPL AUTH=(PASS,ACQ), X
REGISTER=NETSRVR NETWORK NODE SERVER REGISTRATION

REGAPPL2 APPL AUTH=(PASS,ACQ), X
REGISTER=CDSERVR CENTRAL DIRECTORY REGISTRATION

REGAPPL3 APPL AUTH=(PASS,ACQ), X
REGISTER=NO NO REGISTRATION

REGAPPL4 APPL AUTH=(PASS,ACQ)

While VTAM is running, you can change the registration of VTAM applications in an
APPN network by using the MODIFY RESOURCE command. For more information,

see the 0S8 Communications Server: SNA Qperatiod.

Dynamic Definition of VTAM Application Programs

In VTAM, you can code a dynamically defined application program, which can be
used as the definition for one or more application programs. You code a dynamic
application program definition by placing wildcard characters (* and ?) in the name
of the APPL definition statement that defines characteristics for one or more
application programs.

Dynamic application program definitions enable you to reduce the number of
application program definitions in VTAMLST.

To code a dynamic application program definition, code an APPL definition
statement to define application program characteristics that you expect to be used
by one or more VTAM application programs. Use wildcard characters in the name
of the APPL definition statement. You can use the following characters:

Asterisk (*)
Represents 0 or more unspecified characters

Question Mark (?)
Represents a single unspecified character

An asterisk (*) can be used in the second to eighth characters of the application
program name. A question mark (?) can be used anywhere in the application
program name.

For example, in the sample application program major node CLONEALP the name
C? represents any two-character name that begins with C and ends with any one
additional valid character. The name C* represents any name that begins with C
and ends with zero to 7 additional valid characters. The name C?C represents any
three-character name that begins with C, ends with C, and has any one additional
valid character as its second character.

CLONEALP VBUILD TYPE=APPL

?C APPL AUTH=(PASS,ACQ) ,EAS=500,PARSESS=YES
C APPL AUTH=(PASS,ACQ) ,EAS=500,PARSESS=YES
c? APPL AUTH=(PASS,ACQ) ,EAS=500,PARSESS=YES
Cx APPL AUTH=(PASS,ACQ) ,EAS=500,PARSESS=YES
c?C APPL AUTH=(PASS,ACQ) ,EAS=500,PARSESS=YES
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c?C? APPL
C?2C+ APPL
C?C?C APPL
C?C?C?  APPL
C?C?C+x  APPL
C?C?C?C APPL
C?C?C?C? APPL
C?C?C?C+ APPL
CxC+C+C+ APPL
CxC APPL
CxC+C+  APPL
C+C+C+CC APPL

In the sample application program major node ASTQUEST, both ?* and ?*******
match any application program major name one to eight characters in length.

AUTH=(PASS,ACQ) ,EAS=500, PARSESS=YES
AUTH=(PASS,ACQ) ,EAS=500, PARSESS=YES
AUTH=(PASS,ACQ) ,EAS=500, PARSESS=YES
AUTH=(PASS,ACQ) ,EAS=500, PARSESS=YES
AUTH=(PASS,ACQ) ,EAS=500, PARSESS=YES
AUTH=(PASS,ACQ) ,EAS=500, PARSESS=YES
AUTH=(PASS ,ACQ) ,EAS=500, PARSESS=YES
AUTH=(PASS,ACQ) ,EAS=500, PARSESS=YES
AUTH=(PASS,ACQ) ,EAS=500, PARSESS=YES
AUTH=(PASS,ACQ) ,EAS=500, PARSESS=YES
AUTH=(PASS,ACQ) ,EAS=500, PARSESS=YES
AUTH=(PASS,ACQ) ,EAS=500, PARSESS=YES

However, since ?7******* is the more specific of the two, that will be the one chosen.

ASTQUEST VBUILD TYPE=APPL
7% APPL AUTH=(PASS,ACQ,PP0) ,EAS=500,PARSESS=YES
Txx APPL AUTH=(PASS,ACQ,SP0) ,EAS=500,PARSESS=YES
Pkkk APPL AUTH=(PASS,ACQ,PP0) ,EAS=500,PARSESS=YES
?#xxx  APPL AUTH=(PASS,ACQ),EAS=500,PARSESS=YES
?#xxxx  APPL AUTH=(PASS,ACQ),EAS=500,PARSESS=YES
Pxxxxxx APPL AUTH=(PASS,ACQ) ,EAS=500,PARSESS=YES

Pxxkxkxx APPL

AUTH=(PASS,ACQ) ,EAS=500, PARSESS=YES

Chapter 2. Application Program Major Node

15



16 2/0S V1R2.0 CS: SNA Resource Definition Samples



Chapter 3. Channel-Attachment Major Node

About This Chapter

This chapter describes sample channel-attachment major node definitions.

A channel-attachment major node is used to define the following types of support:
* Channel-to-channel adapter

* Channel-attached NCP

* Multipath channel.

VTAM-to-VTAM Channel Connection

A channel-attachment major node is used to define a channel-to-channel adapter
connection between two host processors. This connection can be provided by a
3088 or 3737 unit, or by multiple channel adapters on a communication controller.

To define channel-to-channel adapter support you must define two
channel-attachment major nodes for each connection, one on each host. It must
include the following definition statements:

* VBUILD TYPE=CA

* GROUP LNCTL=CTCA

* LINE

 PU.

For more information on this type of connection, refer to the &/QS Communications

Single Transmission Group

m shows a channel-to-channel connection between two host processors, AO1
and A02. Only one transmission group connects the two processors. The
connection is defined using one channel-attachment major node for each host.

A01 A02
VTAM Channel-to-Channel VTAM
Connection
ICN

Figure 6. A VTAM-to-VTAM Channel Connection. Host A01 is an interchange node (ICN).
Host A02 is a subarea node (SA).

The first channel-attachment major node shown below represents the view of the
connection from host AO1 in E!E

The VBUILD definition statement defines the beginning of this channel-attachment
major node (TYPE=CA).

The GROUP definition statement indicates that the attachment between hosts A01
and A02 is a channel-to-channel attachment (LNCTL=CTCA).
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MAXBFRU defines the number of 4K-byte pages of storage that are used to buffer
PIUs for transmission over the channel link. DELAY slows down the data transfer so
that more PIUs can be buffered and transferred in a single 1/0 channel operation. In
this sample, MAXBFRU=10 and DELAY=.001.

The MIH operand is coded with a value of YES so that the channel link becomes
inoperative after the time period (3 seconds) specified on the REPLYTO operand.
Otherwise, the channel link appears operative, but VTAM cannot use it.

You must code one LINE definition statement for each channel adapter. Here, BC2
is the address of the channel.

You must code one PU definition statement for each LINE definition statement.

% =====> BEGINNING OF DATA SET AQICTC
AR R AR AR R A AR R A A A A A A Ak A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A Ak dx*
* AOICTC - VTAM CHANNEL-ATTACHMENT MAJOR NODE (CTCA) - ICN A6l *
KRR R AR AR AR AR A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A ATk hhh k% *xk%k
VBUILD TYPE=CA % CTCA MAJOR NODE o
CTCGRP  GROUP DELAY=.001, % LOW-PRIORITY DATA TRANS DELAY #x X
ISTATUS=ACTIVE,  ** INITIAL ACTIVATION STATE o X
LNCTL=CTCA, #% CTCA LINKS o X
MAXBFRU=10, «% RECEIVE DATA BUFFER PAGE SIZE #x X
MIH=YES, % MISSING INTERRUPT HANDLING o X
REPLYT0=3.0 #% CHANNEL PROG COMPLETE TIME OUT #*
khkkhkhkkhhkhkhhkhhhhhhhhhhhhhhhhhhdhhhdhhdhdhhdhhhhhhhhhhhhhhhhhhhhhhhhhhdrdhdxkx
* CTC CONNECTION FROM A1 TO A02 *
EE R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R
CTCLINE3 LINE ADDRESS=BC2 #% CHANNEL UNIT ADDRESS wo
CTCPU3 PU  PUTYPE=4, % PHYSICAL UNIT TYPE o X
TGN=1 % TRANSMISSION GROUP NUMBER o
% =====> END OF DATA SET AQLCTC

The next channel-attachment major node shown below represents the view of the

connection from host A02 in Eigure 6 on page 17.

The VBUILD definition statement defines the beginning of this channel-attachment
major node (TYPE=CA).

The GROUP definition statement indicates that the attachment between hosts A01
and AO2 is a channel-to-channel attachment (LNCTL=CTCA), with DELAY=.001,
MAXBFRU=10, MIH=YES, and REPLYTO=3.0.

The LINE definition statement shows that BC2 is the address of the channel.

You must code one PU definition statement for each LINE definition statement.
* =====> BEGINNING OF DATA SET A02CTC

B e e e R S S e T e e S L e S L e L L e L L e L L *kkk

* AO2CTC - VTAM CHANNEL-ATTACHMENT MAJOR NODE (CTCA) - SUBAREA A02 =

EEE R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R

VBUILD TYPE=CA *+ CTCA MAJOR NODE *%
CTCGRP  GROUP DELAY=.001, *% LOW-PRIORITY DATA TRANS DELAY =% X
ISTATUS=ACTIVE, x+ INITIAL ACTIVATION STATE *% X
LNCTL=CTCA, x% CTCA LINKS *% X
MAXBFRU=10, *x+* RECEIVE DATA BUFFER PAGE SIZE *x X
MIH=YES, x+ MISSING INTERRUPT HANDLING *% X

REPLYT0=3.0 %% CHANNEL PROG COMPLETE TIME OUT ==
KEKEKKIKRKEIRKRERKRKRRKRKRRRKRRRKRRAKRRRRRhRkKRhkkhhkkhhkhkhkkhkhkkhkhkkhkhkkkhkkhkhkkkhkkkhkhkkkkx
* CTC CONNECTION FROM A02 TO A01 *
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EE R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R

CTCLINE3 LINE ADDRESS=BC2 *+ CHANNEL UNIT ADDRESS *k
CTCPU3  PU PUTYPE=4, x% PHYSICAL UNIT TYPE *x% X

TGN=1 *% TRANSMISSION GROUP NUMBER *%
x =====> END OF DATA SET A02CTC

Parallel Transmission Groups

A transmission group is one or more physical links connecting two subareas. In a
VTAM-to-VTAM configuration, each transmission group is single-link-capable only.
Although you can have as many as 255 transmission groups, only 16 of these can
be defined between two adjacent VTAMs, because the maximum number of explicit
routes that can be defined is 16.

For more information on parallel transmission groups, refer to the kod

m shows parallel transmission groups TGN2 and TGNS3 in a multiple-domain

network.
A17 A500
VTAM TGN2 VTAM
ICN MDH

TGN3

Figure 7. Parallel Transmission Groups in a Multiple-Domain Network. Host A17 is an
interchange node (ICN). Host A500 is a migration data host (MDH).

The first channel-attachment major node below represents the view of the
connection from host A17 in E!E

The VBUILD definition statement defines the beginning of this channel-attachment
major node (TYPE=CA).

The GROUP definition statement indicates that the attachments between hosts A17
and A500 are channel-to-channel attachments (LNCTL=CTCA).

You must code one LINE definition statement for each channel adapter. The
address specified by the ADDRESS operand is a 3- or 4-digit hexadecimal device
address, which must match the value assigned to the device during operating
system |/O definition. With 4-digit device addressing you can specify as many as
65536 channel-attached devices.

You must code one PU definition statement for each LINE definition statement. The
TGN operands specify transmission group numbers for the channel link
transmission groups (TGN=2, TGN=3).

x =====> BEGINNING OF DATA SET A17CTC2

e e e o o ook e o ko oo ko ko ek o ek ok o ook e e o e ek ek ok
* AL7CTC2 - VTAM CHANNEL-ATTACHMENT MAJOR NODE (CTCA) - ICN Al17 *
* - CONNECTS A17 TO A500 *
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B R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R

VBUILD TYPE=CA #% CTCA MAJOR NODE -
CTCGRP2 GROUP DELAY=.001, % LOW-PRIORITY DATA TRANS DELAY ## X
LNCTL=CTCA, #% CTCA LINKS o X
ISTATUS=ACTIVE,  ** INITIAL ACTIVATION STATE ot
MAXBFRU=10, % RECEIVE DATA BUFFER PAGE SIZE #x X
MIH=YES, % MISSING INTERRUPT HANDLING o X
REPLYT0=3.0 #% CHANNEL PROG COMPLETE TIME OUT #*
AR AR AR AR AR A A A A A A Ak A A Ak A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A Ak hdx*
* CTC CONNECTION FROM Al7 TO A500 *
KRR R AR AR R R AR AR A A A A A A Ak A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A ARk hh k% *xkKk
CTCLINE4 LINE ADDRESS=0BC4 % CHANNEL UNIT ADDRESS wo
CTCPU4 PU  PUTYPE=4, % PHYSICAL UNIT TYPE o X
TGN=2 #% TRANSMISSION GROUP NUMBER -
khkkhkhkhkhkhkhkhkhkhkhkhhkhhhhkhhhkhhhhkhhhhhhhdhhhdhhhdhdhdhhdhhdhhhhhhhhhhhhhhhhhhhkhhhkhkkxkx
* CTC CONNECTION FROM Al7 TO A500 *
khkkhkhkhkhkhkhkhkhkhkhhkhkhhhhhhhhhhhhhhhhhdhdhhhdhdhhdhdhdhhdhhhhhhhhhhhhhhhhhhhhhkhdrkkdxkx
CTCLINE5 LINE ADDRESS=0BC5 #% CHANNEL UNIT ADDRESS wo
CTCPU5 PU  PUTYPE=4, «% PHYSICAL UNIT TYPE o X
TGN=3 % TRANSMISSION GROUP NUMBER o
% =====> END OF DATA SET A17CTC2

The next channel-attachment major node shown below represents the view of the

connection from host A500 in Eigure 7 on page 19,

The VBUILD definition statement defines the beginning of this channel-attachment
major node (TYPE=CA).

The GROUP definition statement indicates that the attachments between hosts A17
and A500 are channel-to-channel attachments (LNCTL=CTCA).

You must code one LINE definition statement for each channel adapter.
You must code one PU definition statement for each LINE definition statement. The

TGN operands specify transmission group numbers for the channel link
transmission groups (TGN=2, TGN=3).

* =====> BEGINNING OF DATA SET A50CTC2
R R R T R T R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R **x*%
* A50CTC2 - VTAM CHANNEL-ATTACHMENT MAJOR NODE (CTCA) - MDH A500 *
* CONNECTS SA 500 TO SA 17 - *
hhkkhkhkkhhkhhkhkhkhhkhkhhhhhhhhhhhhhhhhhhdhhddhhdhhhhhhhhhhhhhhhhhhhhhhdrhhhdrhhdxkx
VBUILD TYPE=CA % CTCA MAJOR NODE -
CTCGRP2 GROUP DELAY=.001, % LOW-PRIORITY DATA TRANS DELAY #x X
LNCTL=CTCA, #% CTCA LINKS o X
ISTATUS=ACTIVE,  * INITIAL ACTIVATION STATE o X
MAXBFRU=10, «% RECEIVE DATA BUFFER PAGE SIZE #x X
MIH=YES, % MISSING INTERRUPT HANDLING *x X
REPLYT0=3.0 % CHANNEL PROG COMPLETE TIME OUT #*
khkkhkkhkhkhkhkhkhkhkhhkkhhhkhkhkhkhkhkhkhkhkhhhkhhhkhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhkhkhkhkkhxkx
* CTC CONNECTION FROM A500 TO Al7 *
khkkhkhkhkhkhkhkhkhkhkhhkhkhhhhhhhhhhhhhhhhhhhhhdhdhhdhdhdhhdhhhhhhhhhhhhhhhhhhhhhkhhhkkkxkx
CTCLINE4 LINE ADDRESS=BC4 % CHANNEL UNIT ADDRESS -
CTCPU4 PU  PUTYPE=4, #% PHYSICAL UNIT TYPE o X
TGN=2 % TRANSMISSION GROUP NUMBER -
dhkkhkhkkhhkhkhkhkhkhhkhhhhhhhhhhhhhhhdhhddhhddhhdhdhhdhhhhhhhkhhhkhkhhhkhhhhdhhhdrhhdxkx
* CTC CONNECTION FROM A500 TO Al7 *
EE R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R
CTCLINE5 LINE ADDRESS=BC5 % CHANNEL UNIT ADDRESS -
CTCPU5 PU  PUTYPE=4, % PHYSICAL UNIT TYPE o X
TGN=3 % TRANSMISSION GROUP NUMBER o
% =====> END OF DATA SET A50CTC2
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VTAM-to-NCP Channel Connection

Eigure d shows a channel attachment between a VTAM host and 3720
Communication Controller running the Network Control Program.

VTAM

3720

Figure 8. Channel-Attached 3720 Communication Controller

You can define a channel attachment between a host and an NCP in a
channel-attachment major node. This data host attachment eliminates the
requirement that the host have ownership (control) of network resources. With this
channel-attachment defined, VTAM can contact a channel-attached NCP without
activating the NCP.

By using this definition process, a VTAM data host is not required to establish an
SSCP-PU session for data transfer to occur over the channel link to the
communication controller.

The only definition required in the VTAM data host is a channel-attachment major
node definition; no NCP major node definition is required. However, the NCP must
be loaded and active if VTAM is to contact the NCP and not establish an SSCP-PU
session.

To define a channel-attached NCP, you must code the following definition
statements:

* VBUILD TYPE=CA

* GROUP LNCTL=NCP

« LINE

 PU.

When you code LNCTL=NCP, VTAM does not have to have knowledge of the
resources attached to the NCP.

Code one LINE definition statement for each channel-to-NCP link.
Code one PU definition for each LINE definition statement.

For more information on using channel-attachment major nodes to define

VTAM-to-NCP channel connections, see the z/0S Communications Server- SNA
Network Implementation Guidd.
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The following sample defines a channel-attached NCP (A03) for host A500. The
LINE definition statement defines 013 as the channel unit address for the channel
link to the communication controller. The MAXBFRU operand specifies 100 as the
maximum number of I/O buffers that are used by the VTAM host to receive data
from the NCP. The default value for MAXBFRU is 3.

CHANCON=COND (the default value) indicates that VTAM allows the NCP to reject
the host's CONTACT request if the host’s subarea number is already in use by
another host (attached to another of the NCP’s channels.

DELAY=0.200 (the default value) specifies 0.200 seconds as the maximum amount
of time that VTAM waits before transmitting low-priority data to the physical unit.

MAXDATA=65535 (the default value) specifies 65535 as the maximum number of
bytes that the NCP can receive from VTAM in a single-segment PIU.

TGN=1 (the default value) identifies 1 as the unique transmission group number
associated with this channel link connection.
% =====> BEGINNING OF DATA SET A5QCHN

B R R R R R R R R R R R R R R R R R R R T R R R R R R R R R R R R R R R R R R R R

*  ABOCHN - VTAM CHANNEL-ATTACHMENT MAJOR NODE (NCP) - MDH A500 *

B R R R o e R R R T R T R R R S S R R R R L R

+  SUBAREA CHANNEL CONNECTION FROM A500 TO A03 *
hhkkhkhkkhhkhhhhhhhkhhhkhhhhhhhhhhhhhhhdhhddhddhdhhdhdhhdhhdhhhhhhhhhhhhhhhhhhhdxx
CHO13  VBUILD TYPE=CA «% CHANNEL ATTACHMENT MAJOR NODE x+
CHO13G  GROUP LNCTL=NCP % NCP CHANNEL LINK -
CHOI3L LINE ADDRESS=013, «% CHANNEL UNIT ADDRESS ok X
MAXBFRU=100 % RECEIVE NCP DATA BUFFER SIZE  #+
CHOI3P PU  PUTYPE=4, % PHYSICAL UNIT TYPE kX
CHANCON=COND, % CONTACT CONDITIONAL ok X
DELAY=0.100, % LOW-PRIORITY DATA DELAY ok X
MAXDATA=65535, «% MAXDATA TRANSFER ok X
T6N=1 % TRANSMISSION GROUP NUMBER *ok
x =====> END OF DATA SET A50CHN

Multipath Channel Connection

22

Multipath Channel (MPC) allows you to code a single transmission group for
host-to-host communication that uses multiple write-direction, read-direction
subchannels, as shown in

A17N A500N
ICN Channel MDH
MPCCTCAH
RD « WR
WR » RD
RD « WR
WR » RD
Channel
MPCCTC2

Figure 9. Two Multipath Channel Connections

There are multiple advantages to using MPC:

» Because each subchannel operates in only one direction, the half-duplex
turnaround time that occurs with other channel-to-channel connections is
reduced.
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» If you code a transmission group in which the subchannels are divided between
two physical channels, you can increase availability because the transmission
group will have a path to use even if one physical channel is down.

* Because each transmission group can use more than one channel, and because
the turnaround time required for half-duplex is reduced, throughput is increased.

APPN host-to-host channel connections enable two VTAMs to communicate using
APPN protocols over MPC connections. APPN host-to-host channel connection
support requires the definition of transport resource list major nodes and local SNA
major nodes, rather than channel-attachment major nodes. For more information on
APPN host-to-host channel connection see E i

%%ode_an_pagw’ and EAPPN Host-to-Hast Channel Connection” od

To define MPC support, code the following definition statements:
* VBUILD TYPE=CA

* GROUP LNCTL=MPC

* LINE

* PU.

Code only one LINE definition statement for multipath channel support. The
subchannels on the physical channel are represented by the subchannel addresses
coded on the READ and WRITE operands on this statement. One READ
subchannel in one host and the corresponding WRITE subchannel in the other host
form a complete path. In the two sample definitions below, note that the subchannel
read addresses in one definition deck match the subchannel write addresses in the
other.

Code one PU definition statement for the LINE definition statement.

Multipath Channel Connection for Host A17N

The following sample channel-attachment major node defines two multipath channel

connections for host A17N, as shown in Eigure 9 on page 22,

The VBUILD definition statement defines the beginning of this channel-attachment
major node (TYPE=CA).

The first GROUP definition statement defines the transmission group MPCG1
between hosts A17N and A500N as a multipath channel connection (LNCTL=MPC).
The LINE definition statement that follows defines the read and write subchannel
addresses for the transmission group. READ=(BC1) defines BC1 as the read
subchannel address for that transmission group. This address corresponds to the
WRITE subchannel address shown for transmission group MPCG1 in the
channel-attachment major node for host A500N.. WRITE=(BC2) defines BC2 as the
write subchannel address for that transmission group. This address corresponds to
the READ subchannel address shown for transmission group MPCG1 in the
channel-attachment major node for host AS00N. The READ subchannel address
and the corresponding WRITE subchannel address must reference the same
physical connection between the two nodes; the two addresses do not need to be

identical.

* =====> BEGINNING OF DATA SET MPCCTC17
khkkkkhkhkhkhkhkkkhkhhkkhkhkhhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkk,*k

* CHANNEL-ATTACHMENT MAJOR NODE FOR MPC *
khkkhkhkkhkhkhkhkhkhkhkhkkhhhhhhhkhkhhkhkhkhkhkhkhkhkhkhhhdhdhhdhdhhhdhdhdhdkdsk

MPCCTC VBUILD TYPE=CA, x% CHANNEL ATTACHMENT MAJOR NODE ** X

CONFGDS=CTC1CKP x% CONFIGURATION RESTART DATASET ==
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MPCG1  GROUP LNCTL=MPC, *% MULTIPATH CHANNEL CONNECTION =% X

MAXBFRU=16, «% READ SUBCHANNEL BUFFER SIZE  #* X
ISTATUS=ACTIVE, % BECOMES ACTIVE WITH MAJOR NODEx* X
REPLYT0=3.0 % TIMEOUT VALUE FOR MPC XID 1/0 **

MPCCTC1 LINE  READ=(BC1), % SUBCHANNEL ADDRESS FOR READ  #* X
WRITE=(BC2) #% SUBCHANNEL ADDRESS FOR WRITE =

MPCPUL PU PUTYPE=4,TGN=1 % LINK STATION FOR ADJACENT HOSTs*

*

MPCG2  GROUP LNCTL=MPC, % MULTIPATH CHANNEL CONNECTION =% X
MAXBFRU=16, «% READ SUBCHANNEL BUFFER SIZE  #* X
ISTATUS=ACTIVE, %% BECOMES ACTIVE WITH MAJOR NODE#* X
REPLYT0=3.0 % TIMEOUT VALUE FOR MPC XID I/0 #*

MPCCTC2 LINE  READ=(BC4), #% SUBCHANNEL ADDRESS FOR READ  #+ X
WRITE=(BC5) % SUBCHANNEL ADDRESS FOR WRITE %

MPCPU2 PU PUTYPE=4,TGN=2 *% LINK STATION FOR ADJACENT HOST=**

* =====> END OF DATA SET MPCCTC17

Multipath Channel Connection for Host A500N

The following sample defines two multipath channel connections for host AS00N.

* =====> BEGINNING OF DATA SET MPCCTC50

S R R R R R R e P s

* CHANNEL-ATTACHMENT MAJOR NODE FOR MPC *

""""""""""""""""" R e 22

MPCCTC VBUILD TYPE=CA, *% CHANNEL ATTACHMENT MAJOR NODE =** X
CONFGDS=CTC1CKP *% CONFIGURATION RESTART DATASET -+

MPCG1  GROUP LNCTL=MPC, *% MULTIPATH CHANNEL CONNECTION »** X
MAXBFRU=16, *x READ SUBCHANNEL BUFFER SIZE  #* X
ISTATUS=ACTIVE, *% BECOMES ACTIVE WITH MAJOR NODE** X
REPLYTO0=3.0 ** TIMEOUT VALUE FOR MPC XID I/0

MPCCTC1 LINE  READ=(BC2), *% SUBCHANNEL ADDRESS FOR READ  ** X
WRITE=(BC1) *% SUBCHANNEL ADDRESS FOR WRITE ==

MPCPU1 PU PUTYPE=4,TGN=1 *% LINK STATION FOR ADJACENT HOST+x*

*

MPCGZ  GROUP LNCTL=MPC, *% MULTIPATH CHANNEL CONNECTION =% X
MAXBFRU=16, xx READ SUBCHANNEL BUFFER SIZE  ** X
ISTATUS=ACTIVE, *% BECOMES ACTIVE WITH MAJOR NODE** X
REPLYTO0=3.0 ** TIMEOUT VALUE FOR MPC XID I/0 **

MPCCTC2 LINE  READ=(BC5), x% SUBCHANNEL ADDRESS FOR READ  =** X
WRITE=(BC4) *% SUBCHANNEL ADDRESS FOR WRITE +=

MPCPUZ PU PUTYPE=4,TGN=2 *% LINK STATION FOR ADJACENT HOST+*

* =====> END OF DATA SET MPCCTC50

Defining a Multipath Channel Connection Using MVS System Symbols

You can use MVS system symbols in the names you specify for VTAM definition
statements and in the values you specify on the operands on those definition
statements in all major nodes and in all definitions for routing and dynamic
reconfiguration. These symbols allow a single major node to be used by multiple
VTAMSs in a multisystem environment. You can also use them to reduce system
definition in single system environments.

You can, for example, use MVS system symbols to code a multipath channel
connection definition. Consider the channel-attachment major node that uses MVS
system symbols.

KKIKKKKRKKRKRERKRKRRKRRRKRR AR AR hhRkhhkkhhkkhkkhhkkhkhkkhkhkkhkhxkkhxkkkx

* Description: Multiple Path CTC definition deck for host 1A
*

kkkkkkkhkkkkhkkkhkkkhkkkhkhkkhkhkkhkhkkhkhkhkhkkhkhkkkhkkkhkhkkkhkhkkhkhkkhkhkkhkkkkkx
MPC&SYSCLONE. VBUILD &TYPE.=CA

MPCGP&SYSCLONE.GROUP LNCTL=MPC,&PU.

&TYPE.=&NUMBER4. ,X
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REPLYT0=25.5
MPCLN&USERSYM2.&USERSYM1. LINE WRITE=(BC:
&NUMBERO.) ,READ=(BC1)
MPC&PU.1A &PU.

The MVS system symbols used in this major node have been predefined in the
IEASYMM1 parmlib member, which assigned values to the standard MVS system
symbol &SYSCLONE and the installation-defined MVS system symbols
&USERSYM1, &USERSYM2, &NUMBERO, &NUMBER4, &TYPE, and &PU, as
follows:
*xwwxkxrnxax  TEASYMM1 MEMBER
SYSDEF  SYSCLONE(1A)

SYMDEF (&USERSYM1="A")

SYMDEF (&USERSYM2="1")

SYMDEF (&NUMBERO="'0")

SYMDEF (&NUMBER4="4")

SYMDEF (&TYPE="TYPE")

SYMDEF (&PU="PU")

*kkkkkkkxkkkx | QADM1 MEMBER

K*khkhkhkhkhkhkkhkkhkk

When these MVS system symbols are resolved, the channel-attachment major node

shown above becomes the following:

kkhkkkkhkkkhkkhkhkkhhkkhhkhkhkkhkhkkhhkhkhhkhkkhhkhkhkkhkhkkhhkhkhkkhkhkkhkhkkhkkkhkkkkk*

*

* Description: Multiple Path CTC definition deck for host 1A

*

khkkkhkkkkhkkhkhkkhhkkhhkhdhhhhhkkhhhhhhhhkhdhhkhhhkhhhkhhhdhkhdhhkhkkkdhkhkxkx*x

MPC1A VBUILD TYPE=CA

MPCGP1A  GROUP LNCTL=MPC,PUTYPE=4, X
REPLYT0=25.5

MPCLNIA LINE WRITE=(BCO),READ=(BC1)

MPCPU1A PU

Chapter 3. Channel-Attachment Major Node
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Chapter 4. Cross-Domain Resource Major Node

About This Chapter

This chapter describes sample cross-domain resource major node definitions.

The cross-domain resource (CDRSC) major node is used to define resources in
another domain and independent LUs.

Cross-domain resources are logical units (application programs, peripheral nodes,
and terminals) that are controlled by another VTAM domain. Cross-domain
resources are defined either dynamically or statically.

VTAM will dynamically define CDRSCs if CDRDYN=YES is coded on the host
CDRM definition statement and either CDRSC=0PT is coded on the external
CDRM definition statement in the cross-domain resource manager major node (if
the target LU is a cross-domain resource) or DYNLU=YES is coded on the PU
definition representing the link over which the BIND will be sent (if the target LU is
an independent LU). When VTAM creates a dynamic CDRSC for a destination
logical unit, it uses the Adjacent Link Station Selection function of the Session
Management Exit (SME) and/or an adjacent SSCP table to search for the resource.
For sample adjacent SSCP tables, see tAdjacent SSCP Tahle” on page 197. You do
not have to define CDRSCs if you allow dynamic definition, but VTAM’s
performance is slower because of the time it takes to send session requests to
SSCPs that do not own the resource.

You statically define cross-domain resources by predefining them in one or more
cross-domain major nodes. You define a cross-domain resource major node by
coding one VBUILD definition statement for the major node and one CDRSC
definition statement for each cross-domain resource in the major node.

You can define your independent LUs by coding CDRSC definition statements for
them, and specifying the adjacent link stations (physical units) that VTAM uses to
contact the independent LU. You can specify the adjacent link stations either by
using the ALSLIST operand on the CDRSC definition statement, or by using the
adjacent link station selection function of the session management exit routine.

As shown in the samples below, cross-domain resource major nodes can be used
to implement adjacent SSCP lists for CDRSCs and to permit SNA-to-SNA
communication over TCP/IP networks.

For more information about cross-domain resources, see the zZ0S Communications

Using CDRSC Definition Statements for Independent LUs

You can code CDRSC definition statements for your independent logical units, and
specify the adjacent link stations (physical units) that VTAM uses to contact the
independent logical unit. One way you can do this is by using the ALSLIST operand
on the CDRSC definition statement.

For instance in the following CDRSC major node, note the CDRSC statements
beginning with A5001 and ending with EC102. These are all independent logical
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units residing on other hosts across the TCP/IP network. By specifying the operand
ALSLIST=(TCPPU1), VTAM is directed to use the adjacent link station TCPPU1 to
contact the independent logical units.

The CDRSC statements beginning with SNOO1ROB and ending with PAECHO
define OS/2 independent logical units across a TCP/IP network. By specifying the
operand ALSLIST=(TCPPU1), VTAM is directed to use the adjacent link station
TCPPU1 to contact the independent logical units.

TCPPU1 is the name of a PU definition statement in the TCP/IP major node. This
PU definition statement defines the physical unit for a TCP/IP major node line. For

the corresponding TCP/IP_ major node, see EChapter 13_TCP/IP Major Node” on
|z£QS.Cam.mumcaﬂaas_Semel'_An¥ALe.LSNA_mzeLZCEﬁEf

. See also

more information on using SNA over TCP/IP networks.

* =====> BEGINNING OF DATA SET AQ2CDRSC
KKEKKKKKKIRKRERKRKRKRKRRRKRRRKRRAKRRRRRhRkKhhkkhkkhhkkhkhkkhkhkkhkhkkhkhkkhkhkkhkhkkkhkkkhkhkkkk
*  AOQ2CDRSC - VTAM CROSS-DOMAIN RESOURCE MAJOR NODE - SUBAREA A02 *
""""""""""" B P T s

VBUILD TYPE=CDRSC,CONFGDS=CDRSCKPT
ECHOAO1 CDRSC CDRM=A01N *% APPLICATION OWNING HOST *K

TPNSAO1 CDRSC CDRM=AOIN
AOINV CDRSC CDRM=AOIN
ECHOO1  CDRSC CDRM=AO1N
ECHOA17 CDRSC CDRM=A17N
TPNSA17 CDRSC CDRM=A17N
A17NV CDRSC CDRM=A17N
ECHOA81 CDRSC CDRM=A81N
TPNSA81 CDRSC CDRM=A81N
A8INV CDRSC CDRM=A8IN
ECHOA50 CDRSC CDRM=A500N
ECHO50  CDRSC CDRM=A500N
TPNSA50 CDRSC CDRM=A500N
TPNSA500 CDRSC CDRM=A500N
A50SPAP8 CDRSC CDRM=A500N
A500NV ~ CDRSC CDRM=A500N
ECHOO1A CDRSC CDRM=AO1N
ECHOO1B CDRSC CDRM=AO1N
ECHO01C CDRSC CDRM=AO1N
ECHO17A  CDRSC CDRM=A17N
ECHO17B CDRSC CDRM=A17N
ECHO17C CDRSC CDRM=A17N
ECHO50A CDRSC CDRM=A500N
ECH050B CDRSC CDRM=A500N
ECHO50C CDRSC CDRM=A500N
ECHO81A CDRSC CDRM=A81N
ECHO81B CDRSC CDRM=A81N
ECHO81C CDRSC CDRM=A81N
ECHO82A CDRSC CDRM=A82N
ECHO82B CDRSC CDRM=A82N
ECHO082C CDRSC CDRM=A82N
A0101 CDRSC CDRM=AQIN
E0101 CDRSC CDRM=AOIN
A0102 CDRSC CDRM=AQIN
E0102 CDRSC CDRM=AOIN

KAKIIA KK A IR KAIRKR AKX KKK KA XRKAKAXRXA KKK K%

« APPC APPLS AVAILABLE VIA SNA OVER IP
khkkhkhkhkhkhkhkhkhkhkhkhkkkhhhkkhhkhkhkhkhkhkhkhkhkhkhidx

A5001  CDRSC ALSLIST=(TCPPU1) #% SNA OVER IP PU NAME IN TCPMNA
E5001  CDRSC ALSLIST=(TCPPUI)

A5002  CDRSC ALSLIST=(TCPPU1)

E5002  CDRSC ALSLIST=(TCPPU1)

A1701  CDRSC ALSLIST=(TCPPU1)

E1701  CDRSC ALSLIST=(TCPPU1)

A1702  CDRSC ALSLIST=(TCPPU1)
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E1702 CDRSC ALSLIST=(TCPPU1)

AB101 CDRSC ALSLIST=(TCPPU1) *% SNA OVER IP PU NAME IN TCPMNB
EB101 CDRSC ALSLIST=(TCPPU1)

AB102 CDRSC ALSLIST=(TCPPU1)

EB102 CDRSC ALSLIST=(TCPPU1)

AC101 CDRSC ALSLIST=(TCPPU1) *% SNA OVER IP PU NAME IN TCPMNC
EC101 CDRSC ALSLIST=(TCPPU1)

AC102 CDRSC ALSLIST=(TCPPU1)

EC102 CDRSC ALSLIST=(TCPPU1)

B T R T P T T T

* PS/2 LU NAMES *%%kkskkhkkkhkskrk

kkhkkhkkhkhkkhkhhkhhhkhkhkhkhkhkhkhkhkkkhkkrkhkkrkkrkkx

SNOOIROB CDRSC ALSLIST=(TCPPU1)

PC1 CDRSC ALSLIST=(TCPPU1)
PLECHO  CDRSC ALSLIST=(TCPPU)
P2 CDRSC ALSLIST=(TCPPU1)
PC2 CDRSC ALSLIST=(TCPPUI)
P2ECHO  CDRSC ALSLIST=(TCPPU1)
P3 CDRSC ALSLIST=(TCPPUL)
PC3 CDRSC ALSLIST=(TCPPU1)
P3ECHO  CDRSC ALSLIST=(TCPPU1)
P4 CDRSC ALSLIST=(TCPPU1)
PC4 CDRSC ALSLIST=(TCPPU1)

PAECHO  CDRSC ALSLIST=(TCPPU1)
NETWORK NETID=NETB /* CROSS DOMAIN FOR NETWORK B */

ECHOBO1 CDRSC CDRM=BO1N

ECHOB1 ~ CDRSC CDRM=BO1N

TPNSBO1 CDRSC CDRM=BOIN

BOINV CDRSC CDRM=BO1IN

ECHOB128 CDRSC CDRM=B128N

TPNSB128 CDRSC CDRM=B128N

B128NV ~ CDRSC CDRM=B128N

ECHOB1A CDRSC CDRM=BO1N

ECHOB1B CDRSC CDRM=BO1N

ECHOB1C CDRSC CDRM=BOIN

ECHO27A  CDRSC CDRM=B127N

ECHO27B  CDRSC CDRM=B127N

ECH027C CDRSC CDRM=B127N

ECHO28A CDRSC CDRM=B128N

ECH028B CDRSC CDRM=B128N

ECH028C CDRSC CDRM=B128N

NETWORK NETID=NETC /+ CROSS DOMAIN FOR NETWORK C */

ECHOCO1 CDRSC CDRM=CO1N

TPNSCO1 CDRSC CDRM=CO1N

COINV CDRSC CDRM=CO1N

ECHOCIA CDRSC CDRM=CO1N

ECHOC1B CDRSC CDRM=CO1N

ECHOC1C CDRSC CDRM=CO1N

x =====> END OF DATA SET A02CDRSC

Limiting Sessions for Independent LUs

In the sample CDRSC major node below, the CDRSC definition statement for
cross-domain resource ECHOO02 specifies MAXSESS=10, which indicates that ten
is the maximum number of concurrent LU-LU sessions in which the independent LU
ECHOO02 can participate per link station. By limiting the number of sessions
ECHOO02 can establish, MAXSESS prevents ECHOO2 from using all of the session
control blocks generated in the NCP to which ECHOO2 is attached.

* =====> BEGINNING OF DATA SET A50CDRSC

e X

*  A50CDRSC - VTAM CROSS-DOMAIN RESOURCE MAJOR NODE - MDH A500 *

B R R R R R S S S T e *
VBUILD TYPE=CDRSC,CONFGDS=CDRSCKPT

AOINV CDRSC CDRM=AO1N x% APPLICATION OWNING HOST *k

ECHOAO1 CDRSC CDRM=AO1N
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TPNSAO1 CDRSC CDRM=AOIN
TPNSAO2 CDRSC CDRM=A02N
AOZ2NV CDRSC CDRM=A02N

ECHO02  CDRSC CDRM=AO2N, X
MAXSESS=10 *x% MAX NUMBER OF LU-LU SESSIONS ==
x =====> END OF DATA SET A50CDRSC

Adjacent SSCP Lists for CDRSCs

You can increase control over adjacent SSCP selection by creating adjacent SSCP
lists for CDRSCs in an adjacent SSCP table. When an adjacent SSCP list is
identified for a CDRSC, session setup requests are sent to only the SSCPs in the
list. If the owning SSCP is not found through one of the adjacent SSCPs in the list,
session establishment fails.

In the CDRSC major node below you will find CDRSC definition statements that
specify the names of adjacent SSCP lists. The ADJLIST operand is used to specify
the name of the list.

Hh AR F AT AT AR AR A RK AT AT AR AT R A R AT R AT AT AR AT AR AT AT AT AT AR AK
* NAME: CDRSC7B

*

* USE: DEFINE THOSE CROSS DOMAIN AND CROSS NET RESOURCES KNOWN TO

* SSCP7B.
O R SRR
CDRSC7B  VBUILD TYPE=CDRSC

*

NETA NETWORK NETID=NETA

*

APPL1 CDRSC CDRM=SSCP1A,ADJLIST=LIST1
APPL2 CDRSC CDRM=SSCP1A,ADJLIST=LIST2
APPL3 CDRSC CDRM=SSCP1A,ADJLIST=LIST3
APPL4 CDRSC CDRM=SSCP1A,ADJLIST=LIST4
L3A3278A CDRSC CDRM=SSCP1A

L3270A  CDRSC CDRM=SSCP1A

L3270B  CDRSC CDRM=SSCP1A

L3270C  CDRSC CDRM=SSCP1A

LTESTA  CDRSC CDRM=SSCP1A

LTESTB  CDRSC CDRM=SSCP1A

LTESTC ~ CDRSC CDRM=SSCP1A

L3284A  CDRSC CDRM=SSCP1A

TS01 CDRSC CDRM=SSCP1A

*

NETC NETWORK NETID=NETC

*

ECHOC11 CDRSC CDRM=SSCP9C,ADJLIST=LIST2 =« Adjacent SSCP List is LIST2
ECHOC12 CDRSC CDRM=SSCP9C,ADJLIST=LIST1 =« Adjacent SSCP List is LIST1
CRECHOC1 CDRSC CDRM=SSCP9C

TS09 CDRSC CDRM=SSCP9C,ADJLIST=LIST4 = Adjacent SSCP List is LIST4
L3270C1A CDRSC CDRM=SSCP9C

L3270C1B CDRSC CDRM=SSCP9C

L3270C1C CDRSC CDRM=SSCP9C

Adjacent SSCP List is LIST1
Adjacent SSCP List is LIST2
Adjacent SSCP List is LIST3
Adjacent SSCP List is LIST4

* ok X X

For samples of adjacent SSCP tables used to implement the adjacent SSCP list

function, see [Defining an Adjacent SSCP List for CDRSCs” on page 202,

For a specified cross-domain resource, you can use the MODIFY RESOURCE
command while VTAM is running to:

» Delete the name of the resource’s current adjacent SSCP list
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» Add the name of an adjacent SSCP list to a cross-domain resource which does
not currently have an adjacent SSCP list defined for it

* Replace the name of the current adjacent SSCP list with the name of a different
adjacent SSCP list.

For more information on this command, see the 2208 Communications Server: SNA

For more information on adjacent SSCP lists for CDRSCs, see the kod

Eliminating and Reducing Searches for Unavailable Resources

When a resource is unreachable in a network, futile attempts to reach it can still
occur. Excessive searching for unreachable resources can adversely affect network
performance. Therefore, VTAM provides search reduction support, which limits
requests for resources that have been found to be unreachable.

Search reduction is turned on in VTAM by using the VTAM start option
SRCHRED=ON (the default is OFF). See page for more information on the
SRCHRED start option. If search reduction has been turned on, the SRTIMER and
SRCOUNT operands can be specified on the CDRSC definition statement or the
GROUP definition statement in a CDRSC major node.

The SRTIMER operand specifies for the resource the time period (in seconds)
during which requests for the resource will be limited. This time period begins when
it is determined that the resource is unreachable. Once the time period expires, the
next request for the resource causes VTAM to issue another search for it. This
operand overrides the value of the SRTIMER start option for this CDRSC. In the
CDRSC major node below, all the cross-domain resources except R50A721 default
to an SRTIMER value of 600 seconds, as a result of the SRTIMER specification on
the GROUP definition statement.

The SRCOUNT operand specifies for the resource the number of subsequent
search requests to be limited after it is determined that the resource is unreachable.
Once this limit is reached, the next request for the resource causes VTAM to issue
another search for it. This operand overrides the value of the SRCOUNT start
option for this CDRSC. See page [16d for more information about the SRCOUNT
start option. In the CDRSC major node below, all the cross-domain resources
except ECHO50A have a default SRCOUNT value of 15, as a result of the
SRCOUNT value specified on the GROUP definition statement.

Search reduction for a resource is stopped when either of these two thresholds is
reached. For more information on specifying search reduction values, see the

x =====> BEGINNING OF DATA SET AO2CDRSC

D R R R R R R E R R R R R R R s S SR L AL, *
* *
*  AO2CDRSC - VTAM CROSS-DOMAIN RESOURCE MAJOR NODE - SUBAREA A02 *
* *

EE R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R

VBUILD TYPE=CDRSC,CONFGDS=CDRSCKPT
NETA NETWORK NETID=NETA
CDRGRP1 GROUP CDRM=A500N,SRTIMER=600,SRCOUNT=15
NEGAP50 CDRSC
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ECHO50A CDRSC SRCOUNT=1500 =* Override default
A50A721 CDRSC SRTIMER=0 * Override default
W3324802 CDRSC

* =====> END OF DATA SET AOQ2CDRSC
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Chapter 5. Cross-Domain Resource Manager Major Node

About This Chapter

This chapter describes sample cross-domain resource manager major node
definitions.

A cross-domain resource manager (CDRM) is the part of an SSCP that supports
cross-domain session setup and takedown. Before logical units in one domain can
have cross-domain sessions with logical units in another domain, an SSCP-SSCP
session must be established between the SSCPs of the two domains.

You define a cross-domain resource manager in a cross-domain resource manager
major node. You need to define a cross-domain resource manager major node to
permit cross-domain sessions in subarea networks. For pure APPN networks, in
contrast, you do not need to define CDRM major nodes. However, the use of
virtual-route-based transmission groups between APPN nodes with subarea
capability (interchange nodes and migration data hosts) requires the definition of
cross-domain resource major nodes.

SSCP-SSCP Sessions

For an SSCP-SSCP session to exist, VTAM must know about all cross-domain
resource managers with which it will communicate. For subarea nodes, you must
define to VTAM its own (host) cross-domain resource manager and all other
(external) cross-domain resource managers with which SSCP-SSCP sessions are
desired.

Thus, to have an SSCP-SSCP session, define two cross-domain resource
managers to each VTAM: one for the host and one for the external cross-domain
resource manager. You file these definitions in a CDRM major node. Each
cross-domain resource manager is a minor node.

Each host in a subarea network has a CDRM definition statement for the other
hosts. The name of each CDRM matches the name defined to that host by the
SSCPNAME start option.

To illustrate, consider the network depicted in Eigure 10 on page 36. In the sample
cross-domain resource manager major node named AO1CDRM (see below), the

CDRM definition statement labeled AO1N defines the host cross-domain resource
manager for node A01. The CDRM definition statements labeled A0O2N, A17N,
A81N, A500N, and BO1N define the external cross-domain resource managers for
nodes A02, A17, A81, A500, and BO1.

Dynamic Definition of Cross-Domain Resources

You do not have to define resources owned by VTAMs in other domains. VTAM can
dynamically create the definition statements to represent resources that reside in
other domains.

To have resources in other domains dynamically defined to VTAM:

1. Code your host CDRM definition statement with CDRDYN=YES
2. Code your external CDRM definition statements with CDRSC=0PT.
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Dynamically defined CDRSCs are deactivated and deleted by VTAM on a periodic
basis if they are not in use, based on the setting of the timer specified in the
CDRSCTI start option.

Consider, for example, the network depicted in [Eigure 10 on page 38 Coding
CDRDYN=YES allows A0O1N to dynamically define CDRSCs of cross-domain or

cross-network resources. It is only meaningful for the host CDRM statement.
Coding CDRSC=0PT on an external CDRM definition authorizes dynamic definition
of cross-domain or cross-network resources owned by that CDRM. For example,
since A02 has CDRSC=0PT coded, A01 can dynamically define CDRSCs for
sessions with LUs through A02.

x =====> BEGINNING OF DATA SET AOQ1CDRM

khkkkkkhkkkhkhkkhkhhkhkkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhhkhkhhhkhhhhhhhhhhhhhhhhhhhhhkhkhhhkkhkkkkxkx
x AOICDRM - VTAM CROSS-DOMAIN RESOURCE MANAGER MAJOR NODE - ICN AO1  *
kkhkkkkhkkkhkkhkhkkhhkkhhkhkkhhkkhhkkhhkhkkhhkhkhhkhhkkhhkhkhhkhkhkkhhkkhhkhkkhhkhkhkkhkhkkhhkkhkkhkhkkhkhkkkx*
VBUILD TYPE=CDRM,CONFGDS=CDRMCKP
NETA NETWORK NETID=NETA ** NETWORK IDENTIFIER *ok
AQIN CDRM  CDRDYN=YES, x% AUTHORIZE DYNAMIC CDRSC DEF.  #*
CDRSC=0PT, x% AUTHORIZE DYNAMIC CDRSC DEF.  #x
ELEMENT=1, *% HOST ELEMENT ADDRESS *ok
ISTATUS=ACTIVE, %% CDRM INITIAL ACTIVATION STATUS #x
RECOVERY=YES, s% CDRM AUTOMATIC RECOVERY *ok
SUBAREA=1, % NETWORK UNIQUE SUBAREA ADDRESS **
VPACING=63 % CDRM REQS BEFORE PACING RESP  #x
AO2N CDRM  CDRDYN=YES,
CDRSC=0PT,
ELEMENT=1,
ISTATUS=INACTIVE,
RECOVERY=YES,
SUBAREA=2,
VPACING=63
A17N CDRM  CDRDYN=YES,
CDRSC=0PT,
ELEMENT=1,
ISTATUS=INACTIVE,
RECOVERY=YES,
SUBAREA=17,
VPACING=63
ASIN CDRM  CDRDYN=YES,
CDRSC=0PT,
ELEMENT=1,
ISTATUS=INACTIVE,
RECOVERY=YES,
SUBAREA=81,
VPACING=63
A500N  CDRM CDRDYN=YES,
CDRSC=0PT,
ELEMENT=1,
ISTATUS=INACTIVE,
RECOVERY=YES,
SUBAREA=500,
VPACING=63
hhhkkkhhhkhhhkhhhhhhhhrhhhhhhdhhdrhdhhhhhdhhdhrhhrhhhdhhdhhhdhrhhrdhhdhrk
* NETWORK B CDRMS x
kkhkkkkkkhkkhkkhkhkkhhkkhhkhkhkkhkhkkhhkhkkhhkhkhkkhkhkkhkhkhkhhkhkhhkhhkkhkhkhkkhkkhkhkkhkhkkhkhkkhkkkkkx
NETB NETWORK NETID=NETB
BOIN CDRM  CDRDYN=YES, % AUTHORIZE DYNAMIC CDRSC DEF.  #* X
CDRSC=0PT, % AUTHORIZE DYNAMIC CDRSC DEF.  #* X
ISTATUS=INACTIVE %% CDRM INITIAL ACTIVATION STATUS #x
khkkkkkhkhkkhkhkhkhhkkhhhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhhhkhkhhkhkhhhkhhhkhkhhhkhkhhkhkhhhkkkkkx
x GWPATH ROUTING (ORIG HOST -> ... -> DEST HOST)
x AO1 -> AQ4 ->A03/BO3 -> BO1
* AO1 -> A04 ->A03/BO3 -> B31 -> BO1
kkhkkkkhkkkkhkkhkhkkhhkkhhkkhkkhkhkkhhkhkhhkkhkkhhkkhhkhkhhkkkhkkhkhkkhkhkhkhhkkhkkhkkkhkkhkkkhkkkkkx

GWPATH ADJNET=NETB, *+ ADJACENT NETWORK IDENTIFIER % X

>< XX XX X X X ><X XX XX X X X ><X XX XX X X X ><X XX X X X X

><X XX XX X X X
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ADJNETEL=1, *% ADJACENT NETWORK ELEMENT *% X

ADJNETSA=01, % ADJACENT NETWORK SUBAREA o X
ELEMENT=1, % ELEMENT ADDRESS o X
SUBAREA=3 % SUBAREA ADDRESS -
dhkhkhkhkhkhkhkhhkhkhhhkhkhhhhhhhhhhhhhhdhhdhdhhdhdhhdhdhhdhhdhhhhhhhhhhhhhhhhhdddx
* GWPATH ROUTING (ORIG HOST -> ... -> DEST HOST)

x AO1 -> AO4 ->A03/C31 -> C03/B31 -> BOI
khkkhkhkhkhkhkhkhkhkhkhhkkhkhhhkhkhhkhkhkhkhkhkhkhkhkhhkhhhhhhhhhhhhdhdhhhhhhdhhhhhhhhhhhhhix
GWPATH ADJNET=NETC,

ADJINETEL=6,

ADJINETSA=03,

ELEMENT=1,

SUBAREA=3
x =====> [ND OF DATA SET AOICDRM

>< > X X

Connecting Multiple Networks using SNA Network Interconnection

A multiple-network environment consists of multiple independent SNA subarea
networks that are interconnected. The SNA network interconnection (SNI) facility
enables communication between these separate networks.

To make use of SNA network interconnection, you must identify your different
networks and define the resources that enable network-network communication.
These resources are:

+ Gateway VTAMs

» Gateway NCPs

CDRM major nodes and NCP major nodes, together with VTAM start options, are
used to define these resources. For a full discussion of SNA network
interconnection and how to define these resources for various types of SNI

configurations, see the 1
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Figure 10. VTAM Hosts in a Multiple-Network Environment

The sample CDRM major node definitions below and the CDRM major node for

AO1N on page B4, together with the PATH definitions and the associated NCP
major node definitions, are necessary to allow LU-LU sessions to be set up among

the subarea-capable nodes in the network shown in

. You will find the

PATH definitions for these same nodes in f‘(‘hsm'rnr 15_Path Definition Statements’
. The sample NCP major node def|n|t|on for the AO3 gateway NCP and

its description are found in [Channel-Attached NCP” an page 87 and LConnecting
Multiple Netwarks using SNA Network Interconnection” on page 95,

CDRM Major Node for Host BO1

If VTAM is started at BO1 with the start option GWSSCP=YES, B01 is considered to
be a gateway VTAM. The GWPATH definition statements in the CDRM major node
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for BO1 define possible cross-network session paths between the gateway host
CDRM and a CDRM in another network. NETWORK definition statements define
NETA and NETC as the networks in which the cross-network external CDRMs

reside.
* =====> BEGINNING OF DATA SET BOICDRM
KRR R R R AR R R A A A A A A Ak A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A XA AKX XA A A ATk hh k% *
* BOICDRM - VTAM CROSS-DOMAIN RESOURCE MANAGER MAJOR NODE - ICN BOl1 =
R R R R R L e R L L L R L e e e AKX KA K hhkhhhhhhhhhhhhhhhkhkhkhk* ER R T R R T R T
VBUILD TYPE=CDRM,CONFGDS=CDRMCKP
khkkkkhkkkhkhkkkhhhkkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhhkhhhhhhhkhkhhhkhhhhhhhhhhhkhkhdx
* NETWORK B CDRMS *
khkkhkhkhkhkhkhkhkhkhkhhkkhkhhhkhkhhhkhhkhkhkhkhkhkhhkhhhhhhhhdhdhdhhdhdhhdhdhhhhhhhhhhhhhhhhdx
NETB NETWORK NETID=NETB ** NETWORK IDENTIFIER *k
BO1IN CDRM  CDRDYN=YES, *x AUTHORIZE DYNAMIC CDRSC DEF. *k
CDRSC=0PT, ** AUTHORIZE DYNAMIC CDRSC DEF.  *x
ELEMENT=1, ** HOST ELEMENT ADDRESS *
ISTATUS=ACTIVE, *% CDRM INITIAL ACTIVATION STATUS *=*
RECOVERY=YES, ** CDRM AUTOMATIC RECOVERY *k
SUBAREA=01, *%* NETWORK UNIQUE SUBAREA ADDRESS *=*
VPACING=63 ** CDRM REQS BEFORE PACING RESP  *x
B128N CDRM  CDRDYN=YES,
CDRSC=0PT,
ELEMENT=1,
ISTATUS=INACTIVE,
RECOVERY=YES,
SUBAREA=1028,
VPACING=63
* STATOPT="NETB CDRM'
Khhkkhhkkhhkhkhhhhkhhhkhhhhdhhdhhhrhhhhhhdhhdrhdhrhhhdhhdhhhdhrhdhrdhhdhhdhrkisx
* NETWORK A CDRMS *
khkkkkhkhkhkhkhkhkhhhkkhkhhhkhkhkhkhkhkhkhkhkhkhkhkhhkhkhkhhkhhhhhhhhhhhhhhhhhhhhhhhhhhhhix
NETA NETWORK NETID=NETA
AOIN CDRM  CDRDYN=YES, *x AUTHORIZE DYNAMIC CDRSC DEF. *k
CDRSC=0PT, ** AUTHORIZE DYNAMIC CDRSC DEF.  *x
ISTATUS=INACTIVE  ** CDRM INITIAL ACTIVATION STATUS *=*
khkkkkhkhkkhkhkkkhhkkhhhkkhkhkhkkhkhkkhkhkhkkkhkhkhkikk *k*k *k*k *k*k *k*k **
* GWPATH ROUTING (ORIG HOST -> ... -> DEST HOST)

* BO1 -> BO3/A03 -> AB4 -> A0l
* BOl -> B31 -> B03/A03 -> A04 -> A0l

B R R R R R R R R R R R R R R R R R R R R R R R R R R R R R T R R

GWPATH ADJNET=NETA, % ADJACENT NETWORK IDENTIFIER  #*

ADJNETSA=01, % ADJACENT NETWORK SUBAREA o
ELEMENT=01, x% ELEMENT ADDRESS *k
SUBAREA=03 x% SUBAREA ADDRESS *k

khkkhkkhkhkhkhkhkhkhkhhkhkhhhkhkhhkhkhkhkhkhkhkhkhkhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhkhix

* GWPATH ROUTING (ORIG HOST -> ... -> DEST HOST)

« BO1 -> B31/C03 -> C31/A03 -> A4 -> AOL

AR R AR R A A AR A A A A A A A A A A A A A A A A I A A KI IRk hhkhhhhhhhhhhhhhhhhhkhk* * %

GWPATH ADJINET=NETC,

ADJINETEL=01,

ADJINETSA=31,

ELEMENT=1,

SUBAREA=31
AO2N CDRM  CDRDYN=YES,

CDRSC=0PT,

ISTATUS=INACTIVE
khkkkkkkkkhkkkhhhkkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhhkhkhkhkhkhkhhkhkhhhhhhhkhhhkhhhhhhhhhhhhhhdx
* GWPATH ROUTING (ORIG HOST -> ... -> DEST HOST)

x BO1 -> BO3/A03 -> A4 -> AO2

* BO1 -> B31 -> BO3/A03 -> AQ4 -> AO2

dhkkhkhkhkhkhkhkhkhkhkhhkhkhhhhhhhhhhhhhhhhhdhdhhdhdhdhhdhdhdhhdhdhhdhhhhhhhhhhhhhhhdhdx
GWPATH ADJNET=NETA,

ADJINETSA=02,

ELEMENT=02,

SUBAREA=03

LR R R R R R R R R R R R R R R R R R R R R R R R R R R R R R
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% GWPATH ROUTING (ORIG HOST -> ... -> DEST HOST)
* BO1 -> B31/C03 -> C31/A03 -> AQ4 -> A02
kkhkkkkhkkkkhkkkhkhkkhhkkhhkhkhkkhhkkhhkhkhhkhkhhkkhhkkhhkhkhhkkhkkhhkkhkhkkhkhkkhhkkkhkkhkhkkhkkkhkkkkkx
GWPATH ADJNET=NETC,
ADJINETEL=02,
ADJINETSA=31,
ELEMENT=2,
SUBAREA=31
AL7N CDRM  CDRDYN=YES,
CDRSC=0PT,
ISTATUS=INACTIVE
kAR hkAAhAkhhhhhhkhhhdhhhhhhkhkdhhdhhdhhhhdhhdhhdhhhhhhhhhhdxhdxkhrrhxx
% GWPATH ROUTING (ORIG HOST -> ... -> DEST HOST)
* BO1 -> BO3/A03 -> Al7
x BOL -> B31 -> BO3/A03 -> Al7
""""""""""" khhkkkhhhkhhhkhhhhhhhdrhhhhhhdhhdrhhrhhrhhhhirs
GWPATH ADJNET=NETA,
ADJINETSA=17,
ELEMENT=03,

SUBAREA=03
e
* GWPATH ROUTING (ORIG HOST -> ... -> DEST HOST)

x BO1 -> B31/C03 -> C31/A03 -> Al7
dhhkkhkhkhkhkhkhkhkhkhkhhkhkhkhhkhkhhhhhhhhhhhhhhdhhdhdhhdhdhdhhdhdhdhdhdhdhhdhhhhhhhhhhhdkhdx
GWPATH ADJINET=NETC,

ADJINETEL=03,

ADJINETSA=31,

ELEMENT=3,

SUBAREA=31
ASIN CDRM CDRDYN=YES,

CDRSC=0PT,

ISTATUS=INACTIVE
dhkkhkhkhkhhkhhhkhkhhkhkhhhhhhhhhhhhhhdhhhdhhddhhddhdhhdhdhhhhhhdhhhhhhhhhhhdddx
« GWPATH ROUTING (ORIG HOST -> ... -> DEST HOST)

* BOL -> BO3/A03 -> AG4 -> A3l -> A81
* BO1 -> B3l -> BO3/A03 -> AG4 -> A3l -> A8l
""""""""""""""" KAEXAAKAKA A KAk hkhhhkhhhhhhhhhhhhhkh*k
GWPATH ADJINET=NETA,
ADJINETSA=81,
ELEMENT=04,

SUBAREA=03
Kok AR AR AR AR KRR AR KRR AR AR KRR R KRR KRR R KRRk R kR Rk kK
* GWPATH ROUTING (ORIG HOST -> ... -> DEST HOST)

x BO1 -> B31/C03 -> C31/A03 -> AQ4 -> A31 -> A8l
dhkkhkhkkhkhkhkhkhkhhhkhkhhhkhkhhhhhhhhhhhhhhdhhddhdhdhdhhdhdhhdhdhhhhhhhhhhhhhhhhkx
GWPATH ADJINET=NETC,
ADJINETEL=04,
ADJINETSA=31,
ELEMENT=4,
SUBAREA=31
A50ON  CDRM CDRDYN=YES,
CDRSC=0PT,
ISTATUS=INACTIVE
KAk hhhhhkhhkhhkhhkhkhhhhhhhhhhhhhhhhhhdhhddhddhdhhdhdhhhhdhhdhhhhhhhhhhhdxddx
« GWPATH ROUTING (ORIG HOST -> ... -> DEST HOST)
x BO1 -> BO3/A03 -> A500
« BO1 -> B31 -> BO3/A03 -> A500
AR R AR AR AR AR R A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A Ak k*
GWPATH ADJINET=NETA,
ADJINETSA=500,
ELEMENT=05,

SUBAREA=03
"""""""""""" S R T T T T
* GWPATH ROUTING (ORIG HOST -> ... -> DEST HOST)

* BO1 -> B31/C03 -> C31/A03 -> A500

R e e o T R R R R R S R R S R R L T e

GWPATH ADJNET=NETC,
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ADJNETEL=05, X

ADJINETSA=31, X
ELEMENT=5, X
SUBAREA=31
dhkhkhkhkhkhkhkhhkhkhhhkhkhhhhhhhhhhhhhhdhhdhdhhdhdhhdhdhhdhhdhhhhhhhhhhhhhhhhhdddx
* NETWORK C CDRMS *
hhkhhkhkhhhkhhhkhkhhkhhhhhhhhhhhhhhhdhhhdhhdhdhhdhdhhhhhhhhhhhhhhhhhdrhhddhdx
NETC NETWORK NETID=NETC
COIN CDRM  CDRDYN=YES, X
ISTATUS=INACTIVE, X
CDRSC=0PT
dhkhkhkhkhkhkhkhhhkhhhkhkhhhhhhhhhhhhhhhhdhdhdhhhdhdhhdhdhhdhdhdhhhhhhhhhhhhhhhhhkddx
%+ GWPATH ROUTING (ORIG HOST -> ... -> DEST HOST)
* BO1 -> B31/C03 -> €01
x BO1 -> B31/C03 -> €31 -> C04 -> CO1
KRR AR AR AR R R AR A A A A Ak A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A AKXk ko k% *%
GWPATH ADJNET=NETC, X
ADJINETSA=01, X
ELEMENT=6, X
SUBAREA=31
KAKA KKK * Kk hhhhhhhhhhhhhhhhhhhhhhhhhhhhkhkhkhkhkhkhkhkhkhkhkkhkhkkkhdhkhd*x
%+ GWPATH ROUTING (ORIG HOST -> ... -> DEST HOST)
* BO1 -> BO3/C31 -> O3 -> CO1
x BO1 -> BO3/C31 -> CO4 -> CO1
AR AR AR A A R R A A A A A A A A A A A A KA KA ARk Ak hhhhhhhhhhhhdhkhkhdhdhdhdhdhdhddx*k
GWPATH ADJINET=NETC, X
ADJINETSA=01, X
ELEMENT=6, X
SUBAREA=03
B R 2 AR 2 T *%
* GWPATH ROUTING (ORIG HOST -> ... -> DEST HOST)
* BOLl -> BO3/A03/C31 -> €03 -> CO1
« BO1 -> BO3/A03/C31 -> CO4 -> (Ol
khkkhkkhkhkhkhkhkhkhkhhkkhkhhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhhhhhhhhhhhhhhhhhhhhhhhhkhhix
GWPATH ADJNET=NETA, X
ADJINETEL=3, X
ADJINETSA=03, X
ELEMENT=6, X
SUBAREA=03
* =====> END OF DATA SET BO1CDRM

CDRM Major Node for Host A02

If VTAM is started at AO2 with the start option GWSSCP=YES, A02 is considered to
be a gateway VTAM. The GWPATH definition statements in the CDRM major node
for AO2 define possible cross-network session paths between the gateway host
CDRM and a CDRM in another network. A NETWORK definition statement defines
NETB as the network in which the cross-network external CDRMs reside.

* =====> BEGINNING OF DATA SET AOQ2CDRM

B e o e e R R R R T S R e R R R R R R L 2

* AOZ2CDRM - VTAM CROSS-DOMAIN RESOURCE MANAGER MAJ NODE - SUBAREA A02 =

R R g e R S R T R R R R R R e R R R 2

VBUILD TYPE=CDRM, X
CONFGDS=CDRMCKP
NETA NETWORK NETID=NETA x+ NETWORK IDENTIFIER *k
AOQIN CDRM  CDRDYN=YES, *x* AUTHORIZE DYNAMIC CDRSC DEF.  *x X
CDRSC=0PT, x% AUTHORIZE DYNAMIC CDRSC DEF.  *x X
ELEMENT=1, *% HOST ELEMENT ADDRESS *% X
ISTATUS=INACTIVE, = CDRM INITIAL ACTIVATION STATUS == X
RECOVERY=YES, x* CDRM AUTOMATIC RECOVERY *x% X
SUBAREA=1, *x+ NETWORK UNIQUE SUBAREA ADDRESS ** X
VPACING=63 x% CDRM REQS BEFORE PACING RESP  **
AO2ZN CDRM  CDRDYN=YES, X
CDRSC=0PT, X
ELEMENT=1, X
ISTATUS=ACTIVE, X
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RECOVERY=YES, X
SUBAREA=2,
VPACING=63
A17N CDRM CDRDYN=YES,
CDRSC=0PT,
ELEMENT=1,
ISTATUS=INACTIVE,
RECOVERY=YES,
SUBAREA=17,
VPACING=63
ASIN CDRM CDRDYN=YES,
CDRSC=0PT,
ELEMENT=1,
ISTATUS=INACTIVE,
RECOVERY=YES,
SUBAREA=81,
VPACING=63
A500N  CDRM CDRDYN=YES,
CDRSC=0PT,
ELEMENT=1,
ISTATUS=INACTIVE,
RECOVERY=YES,
SUBAREA=500,
VPACING=63
KRR R AR AR AR AR AR A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A Ak k) *
* NETWORK B CDRMS *
khkkhkkhkhkhkkhkhkhkhhkhkkhhhkhkhkhhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhhhkhhhhkhhhhhhkhkhhhhhhhhhhhkhix
NETB NETWORK NETID=NETB
BOIN CDRM CDRDYN=YES, % AUTHORIZE DYNAMIC CDRSC DEF.  #x X
CDRSC=0PT, % AUTHORIZE DYNAMIC CDRSC DEF.  # X
ISTATUS=INACTIVE  *% CDRM INITIAL ACTIVATION STATUS #+
hhhkkkhhhkhhhkhhhhhhhhkrhhhhhhdhhdrhdhhhhhdhhdhrhhrhhhdhhdhhdhrhhhdhhdhrk
« GWPATH ROUTING (ORIG HOST -> ... -> DEST HOST)
x AO2 -> A04 ->A03/BO3 -> BO1
x AO2 -> AO4 ->A03/BO3 -> B31 -> BO1
khkkhkhkhkhkhkhkhkhkhkhhkhkhhhkhhhhhhhhkhkhhhkhkhkhhhhdhdhhdhdhdhdhdhdhdhdhdhdhdhdhdhhhhhhhhhhhhdx
GWPATH ADJNET=NETB, % ADJACENT NETWORK IDENTIFIER  #*
ADJINETEL=1, % ADJACENT NETWORK SUBAREA *ok
ADJINETSA=01, x% ADJACENT NETWORK ELEMENT -
ELEMENT=1, «% ELEMENT ADDRESS *ok
SUBAREA=3 % SUBAREA ADDRESS -
KAAKIKA ARk hhhhhhhhhhhhhhhhhhhhhhhhhkhhkhkhkhkhkhhkkkhkhkkkhkkkd*x
« GWPATH ROUTING (ORIG HOST -> ... -> DEST HOST)
x AO2 -> AO4 ->A03/C31 -> C03/B31 -> BO1
dhkhkhkhkhkhkhkhkhkhkhkhhhkhhhkhhhhhhhhhhhhhhhdhhddhdhdhdhhdhdhhdhdhhhhhhhhhhhhhhkhdx
GWPATH ADJNET=NETC,
ADJINETEL=6,
ADJINETSA=03,
ELEMENT=1,
SUBAREA=3
x =====> END OF DATA SET AG2CDRM

CDRM Major Node for Host A17

If VTAM is started at A17 with the start option GWSSCP=YES, A17 is considered to
be a gateway VTAM. The GWPATH definition statements in the CDRM major node
for A17 define possible cross-network session paths between the gateway host
CDRM and a CDRM in another network. NETWORK definition statements define
NETB and NETC as the networks in which the cross-network external CDRMs

>

>< XX XX X X X ><X XX XX X X X

>< XX XX X X X

*

>< X< X< X

>< X< X X

reside.

* =====> BEGINNING OF DATA SET A17CDRM

AR AR R R AR A R AR A A A A A Ak Ak Ak A Ak A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A Ak hkxk

* A17CDRM - VTAM CROSS-DOMAIN RESOURCE MANAGER MAJOR NODE - ICN Al7 *

Fkkokkok ko kk ok kok ko okk ok ok ok ko ok ok ok ok ko e R e *kkk
VBUILD TYPE=CDRM,CONFGDS=CDRMCKP

NETA NETWORK NETID=NETA *x NETWORK IDENTIFIER *k
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AOIN CDRM  CDRDYN=YES, *% AUTHORIZE DYNAMIC CDRSC DEF.

CDRSC=0PT, ** AUTHORIZE DYNAMIC CDRSC DEF.

ELEMENT=1, x% HOST ELEMENT ADDRESS

ISTATUS=INACTIVE, =+ CDRM INITIAL ACTIVATION STATUS

RECOVERY=YES, x% CDRM AUTOMATIC RECOVERY

SUBAREA=01, *x* NETWORK UNIQUE SUBAREA ADDRESS

VPACING=63 x+ CDRM REQS BEFORE PACING RESP
AOZN CDRM  CDRDYN=YES,

CDRSC=0PT,

ELEMENT=1,

ISTATUS=INACTIVE,

RECOVERY=YES,

SUBAREA=2,

VPACING=63
A17N CDRM  CDRDYN=YES,

CDRSC=0PT,

ELEMENT=1,

ISTATUS=ACTIVE,

RECOVERY=YES,

SUBAREA=17,

VPACING=63
ASIN CDRM  CDRDYN=YES,

CDRSC=0PT,

ELEMENT=1,

ISTATUS=INACTIVE,

RECOVERY=YES,

SUBAREA=81,

VPACING=63
A500N  CDRM CDRDYN=YES,

CDRSC=0PT,

ELEMENT=1,

ISTATUS=INACTIVE,

RECOVERY=YES,

SUBAREA=500,

VPACING=63
khkkhkhkhkhkhkkhkhkhkhkhkkhhhhhhhkhhhhhhkhkhhhdhdhhhdhdhhdhdhdhhdhdhhdhhhhhhhhhhhhhhhhhix
* NETWORK B CDRMS *
dhkhkhkhkkhkhkhkhkhkhkhhkkhhhkhhhhhhhhhhhdhhdhdhhdhdhdhhdhdhdhdhdhdhhhhhhhhhhhhhhhhhkhdx
NETB NETWORK NETID=NETB
BOIN CDRM CDRDYN=YES, *% AUTHORIZE DYNAMIC CDRSC DEF.

CDRSC=0PT, *x AUTHORIZE DYNAMIC CDRSC DEF.
ISTATUS=INACTIVE, =« CDRM INITIAL ACTIVATION STATUS
RECOVERY=YES *% CDRM AUTOMATIC RECOVERY

B R R R ey *%

* GWPATH ROUTING (ORIG HOST -> ... -> DEST HOST)

* Al7 -> A03/BO3 -> BO1
* Al7 -> AO3/BO3 -> B31 -> BO1

LR R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R

GWPATH ADJNET=NETB, % ADJACENT NETWORK IDENTIFIER
ADJNETSA=01, % ADJACENT NETWORK SUBAREA
ELEMENT=1, % ELEMENT ADDRESS
SUBAREA=3 % SUBAREA ADDRESS
khkkkkkkkkkkkhkhkhkhkkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkkk* *k*k *k*k *k*k **
* GWPATH ROUTING (ORIG HOST -> ... -> DEST HOST)
x Al7 -> AB3/C31 -> C03/B31 -> BOL
AR R AR AR AR A A A A A A Ak A A A A A A A A A A A A A A A A A A A A A A A A A A A A AT A Ak ko k% *%

GWPATH ADJNET=NETC,

ADJNETEL=6,

ADJNETSA=03,

ELEMENT=1,

SUBAREA=3
khkkhkhkhkhkhkhkhkhkhkhhkhkkhhhkhkhhkhkhkhhkhkhkhkhkhhkhhhhhhhhdhdhdhhdhdhhdhhhhdhhhhhhhhhhdkhhdx
* NETWORK C CDRMS *
dhkhkhkhkhkhkhkhkhkhkhkhhkkhhhhhhhhhhhkhhhhkhhdhdhhdhdhdhhdhdhdhhdhdhhdhhhhhhhhhhhhhhhdhdx
NETC NETWORK NETID=NETC
CO1N CDRM  CDRDYN=YES,

CDRSC=0PT,
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ISTATUS=INACTIVE
KKK h Ak hhhhhhhhhhhhhhhhhhhhhhhhkhkhkhkhkhkhkkkhkkkhkkkd%x
« GWPATH ROUTING (ORIG HOST -> ... -> DEST HOST)
x Al7 -> AO3/C31 -> €03 -> CO1
x Al7 -> AO3/C31 -> €04 -> CO1
khkkkkhkhkhkhkhkhkhkhhkkhhhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhhhkhkhhkhkhhkhkhhhkhkhhhkhhhhkhhhkkhkkx
GWPATH ADJINET=NETC,
ADJINETSA=01,
ELEMENT=3, X
SUBAREA=3
AR R AR AR AR A AR A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A AKX AKX KK KKk %
« GWPATH ROUTING (ORIG HOST -> ... -> DEST HOST)
« Al7 -> A03/BO3 -> B31/C03 -> CO1
AKX * Ak hhhhhhhhhhhhhhhhhhdhhdhhdhdhhhdhhhhhhhhhhhhhhkhhhhdddx
GWPATH ADJINET=NETB,
ADJINETEL=6,
ADJINETSA=31,
ELEMENT=3,
SUBAREA=3
« =====> END OF DATA SET A17CDRM

CDRM Major Node for Host A500

The following sample for host A500 has no network definition statement defining
CDRMs in other networks. This means that this host is not a gateway VTAM.

* =====> BEGINNING OF DATA SET A50CDRM

khkkhkhkhkhkhkhkhkhkhkhhkkhhhhhhhhhhhhhhhkhhdhdhhhdhdhhdhdhdhhdhhhhhhhhhhhhhhhhhhhhhkhhkhdxkx
* A50CDRM - VTAM CROSS-DOMAIN RESOURCE MANAGER MAJOR NODE - MDH A500
khkkhkhkkhkhkhkhkhkhkhhhkhhhhhhhhhhhhhhhhhhhhhdhdhhdhhhhhhhhhhhhhhhhhhhhhhhhhhdrdhdxxkx
VBUILD TYPE=CDRM,CONFGDS=CDRMCKP
NETA NETWORK NETID=NETA % NETWORK IDENTIFIER *ok
AOIN CDRM  CDRDYN=YES, % AUTHORIZE DYNAMIC CDRSC DEF.  #*
CDRSC=0PT, % AUTHORIZE DYNAMIC CDRSC DEF.  #*
ELEMENT=1, *% HOST ELEMENT ADDRESS *ok
ISTATUS=INACTIVE, +** CDRM INITIAL ACTIVATION STATUS **
RECOVERY=YES, % CDRM AUTOMATIC RECOVERY *ok
SUBAREA=1, % NETWORK UNIQUE SUBAREA ADDRESS #**
VPACING=63 % CDRM REQS BEFORE PACING RESP  **
AO2N CDRM  CDRDYN=YES,
CDRSC=0PT,
ELEMENT=1,
ISTATUS=INACTIVE,
RECOVERY=YES,
SUBAREA=2,
VPACING=63
A17N CDRM CDRDYN=YES,
CDRSC=0PT,
ELEMENT=1,
ISTATUS=INACTIVE,
RECOVERY=YES,
SUBAREA=17,
VPACING=63
ASIN CDRM  CDRDYN=YES,
CDRSC=0PT,
ELEMENT=1,
ISTATUS=INACTIVE,
RECOVERY=YES,
SUBAREA=81,
VPACING=63
A500N  CDRM CDRDYN=YES,
CDRSC=0PT,
ELEMENT=1,
ISTATUS=ACTIVE,
RECOVERY=YES,

> >

>< > X X

><X > X X X X ><X > X X X X ><X > X X X X ><X XX X X X X

>< XX XX X X
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SUBAREA=500, X
VPACING=63

LR R R R R R R R R R R R R R R R R R R R R R R R R R R R R

* =====> END OF DATA SET A50CDRM

CDRM Major Node for Host A81

If VTAM is started at A81 with the start option GWSSCP=YES, A81 is considered to
be a gateway VTAM. The GWPATH definition statements in the CDRM major node
for A81 define possible cross-network session paths between the gateway host
CDRM and a CDRM in another network. A NETWORK definition statement defines
NETB as the network in which the cross-network external CDRMs reside.

x =====> BEGINNING OF DATA SET A81CDRM

B R R R R S T S T e T e *
* AB1CDRM - VTAM CROSS-DOMAIN RESOURCE MANAGER MAJOR NODE - ICN A81 =
R P S e P
VBUILD TYPE=CDRM,CONFGDS=CDRMCKP
NETA NETWORK NETID=NETA x% NETWORK IDENTIFIER *k
AOIN CDRM  CDRDYN=YES, *% AUTHORIZE DYNAMIC CDRSC DEF. ==
CDRSC=0PT, *% AUTHORIZE DYNAMIC CDRSC DEF. — *=
ELEMENT=1, *x HOST ELEMENT ADDRESS *ok
ISTATUS=INACTIVE, #=% CDRM INITIAL ACTIVATION STATUS =**
RECOVERY=YES, *% CDRM AUTOMATIC RECOVERY *k
SUBAREA=1, *x NETWORK UNIQUE SUBAREA ADDRESS ==
VPACING=63 *x CDRM REQS BEFORE PACING RESP ==
AOZN CDRM  CDRDYN=YES,
CDRSC=0PT,
ELEMENT=1,
ISTATUS=INACTIVE,
RECOVERY=YES,
SUBAREA=2,
VPACING=63
A17N CDRM  CDRDYN=YES,
CDRSC=0PT,
ELEMENT=1,
ISTATUS=INACTIVE,
RECOVERY=YES,
SUBAREA=17,
VPACING=63
A8IN CDRM  CDRDYN=YES,
CDRSC=0PT,
ELEMENT=1,
ISTATUS=ACTIVE,
RECOVERY=YES,
SUBAREA=81,
VPACING=63
A500N CDRM  CDRDYN=YES,
CDRSC=0PT,
ELEMENT=1,
ISTATUS=INACTIVE,
RECOVERY=YES,
SUBAREA=500,
VPACING=63
B R R R T T T T ey *%
* NETWORK B CDRMS *
B P e e e
NETB NETWORK NETID=NETB
BOIN CDRM  CDRDYN=YES, *x AUTHORIZE DYNAMIC CDRSC DEF.  #* X
CDRSC=0PT, *x AUTHORIZE DYNAMIC CDRSC DEF. ==
ISTATUS=INACTIVE  *x CDRM INITIAL ACTIVATION STATUS »*=*
B R R T T T TR T e *%
* GWPATH ROUTING (ORIG HOST -> ... -> DEST HOST)
* A8l -> A31 -> AQ4 -> A@3/BO3 -> BO1
* A81 -> A3l -> AB4 -> A03/BO3 -> B31 -> BO1
R e )

GWPATH ADJNET=NETB, *+ ADJACENT NETWORK IDENTIFIER *% X

><X XX XX X X X ><X XX XX X X X ><X XX XX X X X >< > XX X X X

><X XX XX X X X

>
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ADJNETSA=01, *% ADJACENT NETWORK SUBAREA *% X

ELEMENT=1, x% ELEMENT ADDRESS % X
SUBAREA=3 *% SUBAREA ADDRESS *ok

AR R AR AR AR AR A A A A A A A A Ak A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A AKX AR XK KK KK k%

* GWPATH ROUTING (ORIG HOST -> ... -> DEST HOST)

* A81 -> A31 -> A@4 -> AB3/C31 -> C03 -> BO1

R o e e T R T T R R S R R R S R R

GWPATH ADJNET=NETC,
ADJINETEL=6,
ADJINETSA=03,
ELEMENT=1,
SUBAREA=3
x =====> END OF DATA SET A81CDRM

CDRM Major Node for Host C01

If VTAM is started at CO1 with the start option GWSSCP=YES, CO01 is considered to
be a gateway VTAM. The GWPATH definition statements in the CDRM major node
for CO1 define possible cross-network session paths between the gateway host
CDRM and a CDRM in another network. NETWORK definition statements define
NETA and NETB as the networks in which the cross-network external CDRMs
reside.

* =====> BEGINNING OF DATA SET CO1CDRM

B e e R SR S S e S e e S L e S L e L L e L L e L L *kkk

* CO1CDRM - VTAM CROSS-DOMAIN RESOURCE MANAGER MAJ NODE - SUBAREA CO1 =

EEE R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R

VBUILD TYPE=CDRM,CONFGDS=CDRMCKP

>< X< X X

NETC NETWORK NETID=NETC % NETWORK IDENTIFIER -

CO1N CDRM  CDRDYN=YES, % AUTHORIZE DYNAMIC CDRSC DEF.  # X
CDRSC=0PT, «% AUTHORIZE DYNAMIC CDRSC DEF.  # X
ELEMENT=1, % HOST ELEMENT ADDRESS X
ISTATUS=ACTIVE, % CDRM INITIAL ACTIVATION STATUS #* X
RECOVERY=YES, % CDRM AUTOMATIC RECOVERY w5 X
SUBAREA=01, % NETWORK UNIQUE SUBAREA ADDRESS # X
VPACING=63 % CDRM REQS BEFORE PACING RESP  #*

AR A AR AR AR AR R R A A A A A Ak A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A XA hh KKk %

* NETWORK A  CDRMS *

KRR AR AR AR AR AR A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A Ak A Ak k*

NETA NETWORK NETID=NETA «% NETWORK IDENTIFIER wo

A17N CDRM  CDRDYN=YES, X
CDRSC=0PT, X

ISTATUS=INACTIVE
""""""""""" B R T T T T T T T L
* GWPATH ROUTING (ORIG HOST -> ... -> DEST HOST)
* €01 -> C03/B31 -> C31/A03 -> Al7
x CO1 -> CO4 -> C31/A03 -> Al7
khkkhkhkhkhkhkhkhkhkhkhhkkkhhhkhkhhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhhhhhhhhhhhhhhhhhhhhhhhhhhkhix
GWPATH ADJNET=NETA, X
ADJINETSA=17,
ELEMENT=03, X
SUBAREA=31
hhhkkkhhhkhhhkhhhhdhhhrhhhhhhdhhdrhhhhhhdhhdhrhhrhhhdhhdhhhdhrhhrdrhdhrk
* GWPATH ROUTING (ORIG HOST -> ... -> DEST HOST)
* €01 -> C03/B31 -> BO3/A03 -> Al7
KA KA KA KKKk hhhhhhhhhhhhhhhhhhhhhhhhhhhkhkhkhkhkhkhkhkkhkhkkkhkkkd%x
GWPATH ADJNET=NETB,
ADJINETEL=03,
ADJINETSA=03,
ELEMENT=3,
SUBAREA=03
A500N  CDRM CDRDYN=YES,
CDRSC=0PT, X
ISTATUS=INACTIVE
AR A AR AR AR A R AR A A A A A Ak Ak Ak A A A A A A A A A A A A A A A A A A A A A A A A A A A AKX AKX KA h KKKk %
* GWPATH ROUTING (ORIG HOST -> ... -> DEST HOST)
* €01 -> C03/B31 -> BO3/A03 -> A500

>

>< > X X

>
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* CO1 -> CO4 -> C31/A03 -> A500

B R R e o T T R S R R R S R R R e L R L e

GWPATH ADJNET=NETA, X
ADJINETSA=500, X
ELEMENT=05, X
SUBAREA=31
*hkhkhhhhkhkhhkhhhkhhhhhhhhhhhhhhhdhhhddhhdhdhhdhhhhhhhhhhhhhhhhhhdrhhddddx
* GWPATH ROUTING (ORIG HOST -> ... -> DEST HOST)
* CO1 -> C03/B31 -> BO3/A03 -> A500
dhkkhkhkhkhkhkhkhkhkhkhhkhkhhhhhhhhhhhkhhhhhhdhdhhdhdhdhhdhdhdhhdhdhhdhhhhhhhhhhhhhhhhhdx
GWPATH ADJNET=NETB, X
ADJINETEL=05, X
ADJINETSA=03, X
ELEMENT=5, X
SUBAREA=03
KRR AR AR AR AR A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A h Kk ko k% *%
* NETWORK B CDRMS *
AR AR AR A A A R A A A A A A A A A A A A A A A KA A A A KI IR IRk hkhkhhhhhhhhhhhhhhhhhhk* *%*
NETB NETWORK NETID=NETB
BOIN CDRM CDRDYN=YES, X
CDRSC=0PT, X
ISTATUS=INACTIVE
KRR AR AR A AR R A A Ak A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A AKXk ko k% * %
* GWPATH ROUTING (ORIG HOST -> ... -> DEST HOST)
* CO1 -> CO3/B31 -> BO1
* CO1 -> €04 -> C31 -> CO3/B31 -> BOL
khkkkkhkhkhkhkhkhkkhhhkkhkhkhhkhkhkhkhkhkhkhkhkhkhkhkhhkhkhkhkhkhhhkhhhhhhhhhhhhhhhhhhhhhhhhhix
GWPATH ADJNET=NETB, X
ADJINETSA=01, X
ELEMENT=6, X
SUBAREA=3
hhhkhkkhhhkhhhkhhhhhhhhkrhhhhhhdhhhdhrhhhhhhdhhhdhhhhhhhhhhhdhhhdhrhdrhhrhdhrk
* GWPATH ROUTING (ORIG HOST -> ... -> DEST HOST)
x €01 -> CO4 -> C31/B03 -> B31 -> BOL
AR KA IRk A h kA hhhhhhhhhhhhhhhhhhkhhkhkhkhkhkhkhkhkkhkhkhkhkhkhkxkkhkdhkhd*x
GWPATH ADJINET=NETB, X
ADJINETSA=01, X
ELEMENT=6, X
SUBAREA=31
x =====> END OF DATA SET CO1CDRM

Virtual-Route-Based Transmission Groups

You can also establish CP-CP sessions between two APPN-capable VTAM nodes
through a subarea network over existing subarea links and virtual routes. This is
accomplished by defining a virtual-route-based transmission group (VR-based TG)
between them. To define a VR-based TG you need to either code VRTG=YES on
the CDRM definition statement for the adjacent VTAM in the CDRM major nodes of
both VTAMs, or code VRTG=YES as a start option at both VTAMs.

If VRTG=YES is coded at both VTAMs, then a VR-based TG is activated
automatically when the CDRM session with the adjacent VTAM is activated. If there
are no CP-CP sessions active between the two VTAM nodes, CP-CP establishment
is automatically initiated when the VR-based TG is activated.

If CP-CP sessions are not desired over a VR-based TG, and there exists an
alternate CP-CP session path between the two VTAMs, you must code
VRTGCPCP=NO on the CDRM definition statement for the adjacent VTAM in the
CDRM major nodes of both VTAMs, or code VRTGCPCP=NO as a start option at
both VTAMs. VRTGCPCP=NO prevents CP-CP sessions from being established
over the VR-based TG between the two VTAMSs.
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The TG number associated with a VR-TG will always be 255. In addition, a VR-TG
can only exist:

* between two interchange nodes

* between an interchange node and a migration data host

* between two migration data hosts.

For more information about VR-based TGs, see the zZ0S Communications Server:
SNA Network Implementation Guide

AO1TN A17N
Interchange Migration Data
Node Host Node
FID4 Channel
|

Figure 11. Virtual-Route-Based Transmission Group between Interchange Node and Migration
Data Host

The following example shows virtual-route-based transmission group definitions for

Operand
Meaning

VRTG=YES
VR-based TG will be activated when this CDRM is established.

VRTGCPCP=YES
CP-CP sessions are supported over this VR-based TG.

CAPACITY=8K
The virtual routes comprising the transmission group have an effective
capacity of 8 Kb per second.

COSTBYTE=0
The least expensive cost-per-byte-transmitted is to be associated with the
transmission group.

COSTTIME=0
The least expensive cost per unit of time is to be associated with the
transmission group.

NN=NO
The VR-based TG represents a connection to a migration data host.

PDELAY=TERRESTR
The maximum propagation delay of the virtual routes for the transmission
group is telephone network delay (between .48 and 49.152 milliseconds).

SECURITY=UNSECURE
There is no security level for the transmission group.

B e e R T T R T S R R R R S S R R E R L L e

* ICN#1 (AOIN) definitions

B o e e e e T R T S S R R R R S R R R R R R L L s e

VBUILD TYPE=CDRM

*

NETA NETWORK NETID=NETA *+ NETWORK IDENTIFIER *%
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AOIN

*

Al7N

*

B R R R R R R R R R R R Rk kR Rk Rk R e R e

CDRM

CDRM

CDRDYN=YES,
CDRSC=0PT,
ELEMENT=1,
ISTATUS=ACTIVE,
RECOVERY=YES,
SUBAREA=1,
VPACING=63

CAPACITY=8K,
CDRDYN=YES,
CDRSC=0PT,
COSTBYTE=0,
COSTTIME=0,
ELEMENT=1,
ISTATUS=INACTIVE,
NN=NO,
PDELAY=TERRESTR,
RECOVERY=YES,
SECURITY=UNSECURE,
SUBAREA=17,
VPACING=63,
VRTG=YES,
VRTGCPCP=YES

* ICN#2 (A17N) definitions

B R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R kR

*

NETA
A17N

AOIN

VBUILD TYPE=CDRM

NETWORK NETID=NETA

CDRM

CDRM

CDRDYN=YES,
CDRSC=0PT,
ELEMENT=1,
ISTATUS=ACTIVE,
RECOVERY=YES,
SUBAREA=17,
VPACING=63

CDRDYN=YES,
CDRSC=0PT,
ELEMENT=1,
ISTATUS=INACTIVE,
RECOVERY=YES,
SUBAREA=1,
VPACING=63,
VRTG=YES,
VRTGCPCP=YES

*%
*%
*%
**
*%*
**
*%*

*%*

*%*
**

*%

*

*

*%

Chapter 5. Cross-Domain Resource Manager Major Node

AUTHORIZE DYNAMIC CDRSC DEF. ==
AUTHORIZE DYNAMIC CDRSC DEF. ==

HOST ELEMENT ADDRESS *k
CDRM INITIAL ACTIVATION STATUS**
CDRM AUTOMATIC RECOVERY wk

NETWORK UNIQUE SUBAREA ADDRESS**
CDRM REQS BEFORE PACING RESP **

*

*

EFFECTIVE LINK CAPACITY

COST PER BYTE TRANSMITTED *k
COST PER UNIT OF TIME *%

VR-BASED TG CONNECTS TO MDH ==
TELEPHONE NETWORK DELAY *

*

NO SECURITY LEVEL wk

VR-BASED TG CONNECTION REQ'D **
CP-CP SESSIONS OVER VRTG *

*

><X XX X X X X

>X > X 3K X X X X XX X X X X X

><X > > X X X

>X X XX XX X X X X
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Chapter 6. External Communication Adapter (XCA) Major
Node

About This Chapter

This chapter describes sample external communication adapter major node
definitions.

Local area networks can connect to VTAM through an external communication
adapter (XCA), such as an IBM 3172 Nways Interconnect Controller or an IBM
S/390 Open Systems Adapter. VTAM and an XCA support the following types of
local area networks:

» Carrier sense multiple access with collision detection (CSMA/CD) 802.3

* Token ring IEEE 802.5

» Fiber Distributed Data Interface (FDDI)

» Token-bus.

ATM networks operating in LAN emulation mode appear to VTAM to be CSMA/CD
802.3 LANSs or token-ring networks and are defined to VTAM as such. ATM
networks operating in native mode are defined differently.

An external communication adapter major node is defined for each LAN connected
to the XCA. The major node is defined with a VBUILD TYPE=XCA definition
statement. For each LAN connected through an XCA, code a VBUILD TYPE=XCA
definition statement. The line groups, lines, and physical units attached to the port
are minor nodes defined by GROUP, LINE, and PU definition statements. You can
also specify the DIALNO operand on the PATH definition statement for a 3172
switched data network.

Three types of support are defined through the external communication adapter
major node:

» Peripheral: attach VTAM to peripheral nodes connected to LAN

* Subarea: attach VTAM to subarea nodes connected to LAN

* APPN: APPN-to-APPN over an IBM 3172 Nways Interconnect Controller.

Peripheral XCA Connection

An XCA, such as an IBM 3172 Nways Interconnect Controller, can be used to
attach VTAM to a LAN, allowing communication between peripheral nodes attached
to the LAN and VTAM. This type of configuration is shown in [Eigure 12 on page 51|,
in which both A02 and A500 are able to communicate over the 3172 to peripheral
nodes attached to a token-ring LAN.

To attach VTAM to any peripheral nodes connected to a LAN over an IBM 3172
Nways Interconnect Controller, code the following:

* One external communication adapter major node to represent the physical unit in
the XCA. Used for network management purposes, this major node specifies
MEDIUM=BOXMGR on the PORT definition statement. Although this definition is
not required, it is highly recommended if the NetView program is running.

* One switched major node for the physical unit in the XCA.

* One external communication adapter major node for each LAN connected to the
XCA.

» Major nodes for any peripheral devices connected to the LAN.
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To define a peripheral external communication adapter node attached to a LAN
through an XCA, code the VBUILD (TYPE=XCA) and PORT definition statements
followed by the GROUP definition statement (DIAL=YES), and LINE and PU
definition statements as pairs in the switched line group.

Subarea XCA Connection

A VTAM attached through an XCA, such as an IBM 3172 Nways Interconnect
Controller can communicate to other SNA domains through a token-ring, token-bus,
CSMA/CD 802.3 or FDDI local area network. This type of configuration is shown in

, in which A02 and A500 can communicate with each other
over the XCA. You deflne an XCA LAN connection to VTAM using the external
communication adapter major major node.

To define this multiple-domain configuration, you code

* An external communication adapter major node to represent the physical unit in
the IBM 3172 Nways Interconnect Controller. This definition is used for network
management purposes. Although it is not required, it is highly recommended if
you are running the NetView program.

* A switched major node for the physical unit in the 3172 interconnect controller.

* An external communication adapter major node for each LAN connected through
the IBM 3172 Nways Interconnect Controller. Within each external
communication adapter major node, code the VBUILD (TYPE=XCA) and PORT
definition statements, followed by the GROUP definition statement (specified with
DIAL=NO), and LINE and PU definition statements as pairs in the nonswitched
line group. For the case where two VTAMs are connected to the same LAN
through a common IBM 3172 Nways Interconnect Controller, each VTAM must
code an XCA major node for the LAN.

» Switched major nodes for any peripheral nodes attached to the LAN.

For more information on implementing LAN support on the 3172 for single-domain
and multiple-domain networks, refer to the 2/0S Communications Server: SNA

Network Implementation Guidd

Token-Ring Example Showing Peripheral and Subarea Connection

The following example shows both peripheral and subarea connections across the
XCA. It shows a token ring attached to a VTAM network through an IBM 3172
Nways Interconnect Controller.
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A02 A500

VTAM VTAM

SA MDH

CUA = BCO CUA = BCO

3172

-

Figure 12. LAN Support through an IBM 3172. Host AO2 is a subarea node (SA). Host A500
is a migration data host (MDH).

XCA Major Node for a Box Manager (Token-Ring LAN)

A box manager XCA major node should be coded in one of the VTAMs to which the
IBM 3172 Nways Interconnect Controller is attached. In the sample XCA major
node below, TYPE=XCA on the VBUILD definition statement indicates that this is an
external communication adapter major node.

On the PORT definition statement:

» CUADDR is the device address of the attached LAN.

« MEDIUM=BOXMGR indicates that this is a box manager definition.

A box manager allows an IBM 3172 Nways Interconnect Controller to have minimal
network management, as well as allowing generic alerts to flow from an IBM 3172
Nways Interconnect Controller to the NetView program.

Only one GROUP, LINE, and PU definition statement is allowed in a BOXMGR

definition.

* =====> BEGINNING OF DATA SET XCABOXM
khkkhkhkhkhkhkhkhkhkhkhhkhkhhhkhkhhhkhhhhkhkhkhkhhhhhhhdhhhdhdhdhhdhdhhdhhhhhhhhhhhhhhhhhhhhkhkhxkx
* X50RBXMA - VTAM 3172 XCA MAJOR NODE *
* *
*  DESCRIPTION: VTAM 3172 XCA Major Node MVS channel address *
* BC5, BOX MANAGER *

S o e o ok ko ok o ok ook ok ke ok ko ke ok ko ok ok e ko ok ek ok ke ko
XTRBC4  VBUILD TYPE=XCA

*%

PORTBM  PORT MEDIUM=BOXMGR, CUADDR=BC5

GROUPBM GROUP  ISTATUS=ACTIVE

LINEBM  LINE ISTATUS=ACTIVE

PUBM PU ISTATUS=ACTIVE

* =====> END OF DATA SET XCABOXM
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A corresponding switched major node definition must be provided to the VTAM host
to permit the establishment of a SSCP-PU session between the IBM 3172 and

NetView. See FAttaching a Peripheral Node over an IBM 3172 Interconneci
Controller” on page 134 for the definition of that switched major node.

XCA Major Node for Host A02 (Token-Ring LAN)

TYPE=XCA on the VBUILD definition statement indicates that this is an external
communication adapter major node.

On the PORT definition statement:
* ADAPNO=0 is the adapter number assigned by the 3172.

e CUADDR is the device address of the attached LAN. In this case, A02’s
CUADDR matches A500’s CUADDR (CUADDR=BCO0).

« MEDIUM=RING indicates that this is a token ring connection.

* A02's SAPADDR=4 is the SAP address of the connection defined by this major
node.

The group named GP2BC1 defines a peripheral node connection to a PS/2
connected to the LAN. DIAL=YES is required for a a peripheral node connection.
Group name GP2BC1 matches the GRPNM value on the PATH definition statement
in the corresponding switched major node on page

The group GP5BC1 is used to define the subarea node connection to host A500.
DIAL=NO on the GROUP definition statement is required for a subarea node
connection. USER=SNA on the L5BC11 LINE definition statement specifies that the
line uses SNA protocols to access an IBM 3172 Nways Interconnect Controller for
use by the LAN. A02’s SAPADDR for PU P5BC11 must match A500’'s PORT
SAPADDR (SAPADDR=8).

* =====> BEGINNING OF DATA SET X02BBCO

hhhhhhhhh I hhA I I A A A A A A A A A A A A Ak hhkhkhkhhkhkhhhkhhhhhhhhhhhhhhhhhhhhhrhhrdkx

* X02BBCO - VTAM EXTERNAL COMMUNICATION ADAPTER MAJNOD - SUBAREA A02 =

EE R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R

* 3172 XCA DEFINITION FOR HOST AO2N

B R R R R R R R R R R o R R R T R R R R R R R R R R R R R R R R R

XTBBCO  VBUILD TYPE=XCA *+ EXTERNAL COMMUNICATION ADAPT=*

PORTBC ~ PORT ADAPNO=0, *x% 3172 RELATIVE ADAPTER NUMBERx#* X
CUADDR=BCO, *+ CHANNEL UNIT ADDRESS *% X
MEDIUM=RING, *% LAN TYPE *% X
SAPADDR=4, %% SERVICE ACCESS POINT ADDRESS#=* X
TIMER=90 *+ CHANNEL ACTIVATE RESP TIME =

GP2BC1  GROUP ANSWER=ON, *x% PU DIAL INTO VTAM CAPABILITYx=* X
AUTOGEN=(6,L,P), *% AUTO GENERATE LINES AND PUS == X
CALL=INOUT, *% IN/OUT CALLING CAPABILITY  ** X
DIAL=YES, *% SWITCHED CONNECTION *x% X
ISTATUS=INACTIVE *x+ INITIAL ACTIVATION STATUS ==

EE R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R

*x* MAC ADDR FOR 3172 - NOTICE SAPADDR 8 MATCHES SAPADDR ON A500

EE R R R R R R R R R R R R R T R R R R R R R R R R R kR R R R L R

GP5BC1 ~ GROUP DIAL=NO x% LEASED CONNECTION *%

L5BC11  LINE ISTATUS=INACTIVE, *% INITIAL ACTIVATION STATUS =% X
USER=SNA x% LINE PROTOCOL *k

P5BC11 PU ISTATUS=INACTIVE, *+ INITIAL ACTIVATION STATUS == X
MACADDR=400007777056, =** MEDIUM ACCESS CONTROL ADDR =% X
PUTYPE=5, *+ PHYSICAL UNIT TYPE *% X
SAPADDR=8, x% SERVICE ACCESS POINT ADDRESS* X
SUBAREA=500, *+ ADJACENT SUBAREA ADDRESS *% X
TGN=1 *+ TRANSMISSION GROUP NUMBER =

EE R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R Rk

* THESE MACS AND SAPS MUST MATCH THE NCP DEFINITIONS
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B R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R

L5RC11  LINE ISTATUS=INACTIVE, *+ INITIAL ACTIVATION STATUS =% X
USER=SNA x% LINE PROTOCOL *%

P5RC11  PU ISTATUS=INACTIVE, *+ INITIAL ACTIVATION STATUS =% X
MACADDR=400000000431, =* MEDIUM ACCESS CONTROL ADDR == X
PUTYPE=5, x+ PHYSICAL UNIT TYPE *% X
SAPADDR=04, x+ SERVICE ACCESS POINT ADDRESS##* X
SUBAREA=04, %% ADJACENT SUBAREA ADDRESS *% X
TGN=1 x+ TRANSMISSION GROUP NUMBER =

L5RC12  LINE TISTATUS=INACTIVE, *x% INITIAL ACTIVATION STATUS =% X
USER=SNA *x+x LINE PROTOCOL *%

P5RC12  PU ISTATUS=INACTIVE, *x+ INITIAL ACTIVATION STATUS =% X
MACADDR=400000003131, ** MEDIUM ACCESS CONTROL ADDR #* X
PUTYPE=5, x+ PHYSICAL UNIT TYPE *% X
SAPADDR=04, *% SERVICE ACCESS POINT ADDRESS#* X
SUBAREA=310, *+ ADJACENT SUBAREA ADDRESS *% X
TGN=1 x% TRANSMISSION GROUP NUMBER =

L1BV11  LINE ISTATUS=INACTIVE, *+ INITIAL ACTIVATION STATUS =% X
USER=VCNS =+ LINE PROTOCOL *k

* =====> END OF DATA SET X02BBCO

XCA Major Node for Host A500 (Token-Ring LAN)

TYPE=XCA on the VBUILD definition statement indicates that this is an external
communication adapter major node.

On the PORT definition statement:
* ADAPNO=0 is the adapter number assigned by the 3172.

e CUADDR is the device address of the attached LAN. In this case, A02’s
CUADDR matches A500’s CUADDR (CUADDR=BCO0).

 MEDIUM=RING indicates that this is a token ring.

* A500’s SAPADDR=8 is the SAP address of the connection defined by this major
node.

A500’s SAPADDR for PU P5BE12 must match A02’s PORT SAPADDR
(SAPADDR=4).

The group named GP1BE1 defines a peripheral node connection to a PS/2
connected to the LAN. DIAL=YES is required for a peripheral node connection.

The group GP5BC1 is used to define the subarea node connection to host AO2N.
DIAL=NO on the GROUP definition statement is required for a subarea node
connection.

% =====> BEGINNING OF DATA SET X50BBEO

B R R R R R R R R R R R R R R R R R R R R S R R R R R R R R R R Rt R

* X5OBBE® - VTAM EXTERNAL COMMUNICATION ADAPTER MAJNOD - MDH A500 *

EE R R R R R R o e R R T R R R R R S S R T S R E Lt L L

* 3172 XCA MAJOR NODE FOR HOST A500N

B e o T R T T T R S R S S R L S S E L R L L

XTBBEO  VBUILD TYPE=XCA %% EXTERNAL COMMUNICATION ADAPT=**

PORTBE ~ PORT ADAPNO=0, *x% 3172 RELATIVE ADAPTER NUMBERx#* X
CUADDR=BEO, x% CHANNEL UNIT ADDRESS *x% X
MEDIUM=RING, %% LAN TYPE *% X
SAPADDR=8, x% SERVICE ACCESS POINT ADDRESS* X
TIMER=90 *x* CHANNEL ACTIVATE RESP TIME **

GP1BE1  GROUP ANSWER=ON, *x+ PU DIAL INTO VTAM CAPABILITYx=* X
AUTOGEN=(3,L,P), *% AUTO GENERATE LINES AND PUS *=* X
CALL=INOUT, ** IN/OUT CALLING CAPABILITY  ** X
DIAL=YES, x% SWITCHED CONNECTION *x% X
ISTATUS=INACTIVE *x+x INITIAL ACTIVATION STATUS  **

B R o o R R T S R R R R S S R S R E L L L L

** MAC ADDR FOR 3172 - NOTICE SAPADDR 4 MATCHES SAPADDR ON A02
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S e oo ook ko ok ok ook ko ko ko ek ko ok ok ek Rk Rk ko

GP5BE2  GROUP DIAL=NO *% LEASED CONNECTION *%

L5BE12  LINE ISTATUS=INACTIVE, *% INITIAL ACTIVATION STATUS  =* X
USER=SNA *% LINE PROTOCOL *%

P5BE12 PU ISTATUS=INACTIVE, *+ INITIAL ACTIVATION STATUS == X
MACADDR=400007777056, ** MEDIUM ACCESS CONTROL ADDR #* X
PUTYPE=5, *+ PHYSICAL UNIT TYPE *% X
SAPADDR=4, %% SERVICE ACCESS POINT ADDRESS#* X
SUBAREA=02, *+ ADJACENT SUBAREA ADDRESS ** X
TGN=1 *x% TRANSMISSION GROUP NUMBER =

B R R R R R R R R R S R e R R R R R R R R R R S R R R R R S R R S R R R R R R R R R R R R R R *k*k

x% MAC ADDRS MUST MATCH NCP GEN FOR LOCADDR AND TGS MUST MATCH AS WELL

EE R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R S R R R R R R R R

L5RE12  LINE ISTATUS=INACTIVE, *+ INITIAL ACTIVATION STATUS == X
USER=SNA =% LINE PROTOCOL *%

P5RE21  PU ISTATUS=INACTIVE, *+ INITIAL ACTIVATION STATUS =% X
MACADDR=400000000431, =** MEDIUM ACCESS CONTROL ADDR =% X
PUTYPE=5, *+ PHYSICAL UNIT TYPE *% X
SAPADDR=08, *+ SERVICE ACCESS POINT ADDRESS* X
SUBAREA=04, ** ADJACENT SUBAREA ADDRESS *% X
TGN=1 *+ TRANSMISSION GROUP NUMBER =

L5RE22  LINE ISTATUS=INACTIVE, *% INITIAL ACTIVATION STATUS % X
USER=SNA *+ LINE PROTOCOL *k

P5RE22  PU ISTATUS=INACTIVE, *x+ INITIAL ACTIVATION STATUS =% X
MACADDR=400000003131, =** MEDIUM ACCESS CONTROL ADDR #=* X
PUTYPE=5, *+ PHYSICAL UNIT TYPE *% X
SAPADDR=08, %% SERVICE ACCESS POINT ADDRESS##* X
SUBAREA=310, *+ ADJACENT SUBAREA ADDRESS *% X
TGN=1 x% TRANSMISSION GROUP NUMBER =

L1BV21  LINE ISTATUS=INACTIVE, *+ INITIAL ACTIVATION STATUS  #=* X
USER=VCNS =+ LINE PROTOCOL *k

x =====> END OF DATA SET X50BBEO

External Communication Adapter Connection to Token-Bus LAN

The following two sample XCA major nodes are for a subarea external
communication adapter connection between two VTAM hosts, SSCP1A and
SSCP2A, through a token-bus local area network (MEDIUM=BUS). Inasmuch as
only a subarea (DIAL=NO) connection is defined, there is no need to define a
corresponding switched major node.

R o e e R R R T S T R S R S R R L R Rk R L L L

NAME : XCA1AS  (XCA MAJOR NODE FOR HOST SSCP1A, SLOT 1 ON 3172,
SAP 4 RESERVED FOR SNA)

USE: ALL LINES ARE LEASED AND ARE DEFINED FOR
TYPE 5 TO TYPE 5 SNA CONNECTIONS.

TO ESTABLISH AS SNA LEASED CONNECTION, FOLLOW THE
FOLLOWING STEPS ON BOTH LOCAL AND REMOTE HOSTS:

1) ACT XCA_MAJOR_NODE, SCOPE=ONLY

2) ACT LEASED_LINE AND PU TO DESTINATION HOST
(EG. ACT LNIA2AS AND ACT P1A2AS FOR SNA
CONNECTION TO HOST SSCP2A)

EE I I S I T

KRR AR KRR KR R ek R Rk

XCA1AS  VBUILD TYPE=XCA

PORT1AS PORT MEDIUM=BUS,ADAPNO=1,SAPADDR=4,CUADDR=500, TIMER=254

GP1AS GROUP  DIAL=NO,ISTATUS=INACTIVE

*

LN1IA2AS LINE USER=SNA

P1A2AS  PU MACADDR=004A11111111,PUTYPE=5,SUBAREA=2,TGN=1, *
SAPADDR=4

*
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LN1A7BS

LINE USER=SNA

PIA7BS  PU MACADDR=007B11111111,PUTYPE=5, SUBAREA=7,,TGN=1, *
SAPADDR=4

*

LNIA9CS LINE  USER=SNA

P1A9CS  PU MACADDR=009C11111111,PUTYPE=5, SUBAREA=9, TGN=1, *
SAPADDR=4

*

LNIAAAS LINE  USER=SNA

PIAAAS  PU MACADDR=00AA11111111,PUTYPE=5,SUBAREA=10,TGN=1, *
SAPADDR=4

*

LNIABAS LINE  USER=SNA

PIABAS  PU MACADDR=00BA11111111,PUTYPE=5,SUBAREA=11,TGN=1, *
SAPADDR=4

*

LNIACAS LINE  USER=SNA

PIACAS  PU MACADDR=00CA11111111,PUTYPE=5, SUBAREA=12,TGN=1, *
SAPADDR=4

*

«LNIADAS LINE  USER=SNA

*PIADAS  PU MACADDR=00DA11111111,PUTYPE=5, SUBAREA=13,TGN=1, *

* SAPADDR=4

*

*LNIAEAS LINE  USER=SNA

*P1AEAS  PU MACADDR=00EA11111111,PUTYPE=5,SUBAREA=14,TGN=1, *

* SAPADDR=4

*

E 2 R A 2 2 T T T T

x  NAME: XCA2AS  (XCA MAJOR NODE FOR HOST SSCP2A, SLOT 1 ON 3172,

* SAP 4 RESERVED FOR SNA)

*

* USE: ALL LINES ARE LEASED AND ARE DEFINED FOR

* TYPE 5 TO TYPE 5 SNA CONNECTIONS.

*

* TO ESTABLISH AS SNA LEASED CONNECTION, FOLLOW THE

* FOLLOWING STEPS ON BOTH LOCAL AND REMOTE HOSTS:

*

* 1) ACT XCA_MAJOR_NODE, SCOPE=ONLY

* 2) ACT LEASED_LINE AND PU TO DESTINATION HOST

* (EG. ACT LN2AIAS AND ACT P2A1AS FOR SNA

* CONNECTION TO HOST SSCPI1A)

khkkhhkkhhkkhhhhkrhhkrhhhdhhdrhhrsk khhkkkkhhkkhhkhhhhdrhdrhhhhhhdkk *khkkkhkhkhkkkhhkkkhk

XCA2AS ~ VBUILD TYPE=XCA

PORT2AS PORT  MEDIUM=BUS,ADAPNO=1,SAPADDR=4,CUADDR=590, TIMER=254

GP2AS  GROUP  DIAL=NO,ISTATUS=INACTIVE

*

LN2AIAS LINE  USER=SNA

P2AIAS  PU MACADDR=003A11111111,PUTYPE=5,SUBAREA=1,TGN=1, *
SAPADDR=4

*

LN2A7BS LINE  USER=SNA

P2A7BS  PU MACADDR=007B11111111,PUTYPE=5, SUBAREA=7,TGN=1, *
SAPADDR=4

*

LN2A9CS LINE  USER=SNA

P2A9CS  PU MACADDR=009C11111111,PUTYPE=5, SUBAREA=9, TGN=1, *
SAPADDR=4

*

LN2AAAS LINE  USER=SNA

P2AAAS  PU MACADDR=00AA11111111,PUTYPE=5,SUBAREA=10,TGN=1, *
SAPADDR=4

*

LN2ABAS LINE  USER=SNA

P2ABAS  PU MACADDR=00BA11111111,PUTYPE=5,SUBAREA=11,TGN=1, *
SAPADDR=4

*
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LN2ACAS LINE USER=SNA
P2ACAS  PU MACADDR=00CA11111111,PUTYPE=5,SUBAREA=12,TGN=1, *
SAPADDR=4

*

External Communication Adapter Connection to FDDI LAN

The following is a sample external communication adapter major node defining a
connection from VTAM to a FDDI LAN through a 3172 interconnect controller.
GROUP GP2FC1 defines a peripheral (DIAL=YES) connection, while GROUP
GP5FC1 defines a subarea (DIAL=NO) connection. A corresponding switched major
node that defines GRPNM=GP2FC1 on the PATH definition statement must also be
defined for the peripheral connection.

XFDBCO  VBUILD TYPE=XCA

PORTFC ~ PORT MEDIUM=FDDI,ADAPNO=0,SAPADDR=4,CUADDR=BCO

**

GP2FC1 ~ GROUP ~ DIAL=YES,ISTATUS=INACTIVE,ANSWER=ON,CALL=INOUT

L2FC11  LINE

P2FC11 PU

*

L2FC12  LINE

P2FC12 PU

*

L2FC13  LINE

P2FC13 PU

**

GP5FC1 ~ GROUP  DIAL=NO

L5FC1I1  LINE USER=SNA, ISTATUS=INACTIVE

P5FC11  PU ISTATUS=INACTIVE,MACADDR=400007777787 ,PUTYPE=5, *
SUBAREA=02,TGN=1,SAPADDR=4

*

L5FC12  LINE USER=VCNS, ISTATUS=INACTIVE

External Communication Adapter Connection to CSMA/CD 802.3 LAN

You can code an external communication adapter major node to define a
connection from VTAM to a CSMA/CD 802.3 local area network through a 3172
interconnect controller. Eigure 13 on page 57 shows a multiple-domain XCA
configuration with a CSMA/CD 802.3 local area network and two 3172 interconnect
controllers.
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Figure 13. XCA Multiple-Domain Configuration with CSMA/CD 802.3

In the sample external communications adapter major node for one of the two 3172
connections depicted, GROUP GP1C21 defines a peripheral (DIAL=YES)
connection, while GROUP GP1C22 defines a subarea (DIAL=NO) connection. A
corresponding switched major node that defines GRPNM=GP1C21 on the PATH
definition statement must also be defined for the peripheral connection.

LMNBCO  VBUILD
PORT1C2 PORT
GP1C21  GROUP
L1C211  LINE
P1C211 PU
L1C212  LINE
P1C212 PU
L1C213  LINE
P1C213  PU
L1C214  LINE
P1C214 PU

*

GP1C22  GROUP
L1C221  LINE
P1C221 PU
L1Cv1i1  LINE

TYPE=XCA
MEDIUM=CSMACD,ADAPNO=0,SAPADDR=4,CUADDR=BCO
DIAL=YES,ANSWER=ON, ISTATUS=INACTIVE,CALL=INOUT

DIAL=NO
USER=SNA, ISTATUS=INACTIVE
ISTATUS=INACTIVE,MACADDR=40000EEEE137,PUTYPE=5, *

SUBAREA=02,TGN=255, SAPADDR=4

USER=VCNS, ISTATUS=INACTIVE

For more information on attaching a CSMA/CD 802.3 local area network through an

IBM 3172 Nways Interconnect Controller, see the z20S Communications Servert

ISNA Network Implementation Guida

Chapter 6. External Communication Adapter (XCA) Major Node 57



CP-CP Sessions through 3172-attached Token-Bus LAN

A 3172 connection can be used to establish CP-CP sessions between two network
nodes, or between a network node and an end node. The following example shows
how to establish CP-CP sessions between two network nodes across a
3172-attached token-bus LAN.

The resource definitions needed are as follows:

An XCA major node for the token-bus LAN is coded in each of the two VTAM
network nodes.

An XCA major node for the PU in the IBM 3172 Nways Interconnect Controller is
coded in each of the two VTAM network nodes (for network management).

A switched major node for the PU in the 3172 Interconnect Controller is coded in
each of the two VTAM network nodes (for network management).

If both network nodes must be able to perform switched call-out operations, a
switched major node for the token bus is required in both network nodes.

The sample XCA major nodes for the token-bus LAN are shown below. See fcp-cH

Bessions through 3172-Attached Token-Bus | AN” on page 138 for the

corresponding switched major nodes for the token-bus LAN.

XCA Major Node for Token-Bus LAN for Network Node SSCP1A

..................... Ak k kA kh AR I h AR T h AR I h AR A AR AT AR AT AR AT I AR I I AT I * KT **

L I R I I R R

XCAIA (XCA MAJOR NODE FOR HOST SSCP1A, SLOT 1 ON 3172)

ALL SWITCHED LINES SHOULD BE USED IN CONJUNCTION

WITH SWITCHED MAJOR NODE SWXCA1A. THE SWITCHED

PU'S IN SWXCA1A ARE DEFINED FOR APPN CONNECTIONS.

TO ESTABLISH A FID2 APPN CONNECTION (WHICH APPEARS TO
BE A SWITCHED CONNECTION TO VTAM), PERFORM THE
FOLLOWING STEPS ON BOTH LOCAL AND REMOTE HOSTS:

1) ACT XCA_MAJOR_NODE, SCOPE=ONLY
2) ACT LOGICAL_XCA_LINE TO DESTINATION HOST
(EG. ACT LN1A2A FOR CONNECTION TO HOST SSCP2A)
3) ACT SW_MAJOR_NODE, SCOPE=ONLY
(EG. ACT SWXCA1A DEFINED FOR HOST SSCP1A)
4) ACT CORRESPONDING_SW_PU TO DESTINATION HOST
(EG. ACT SWI1A2A FOR CONNECTION TO HOST SSCP2A)
5) DIAL THE CORRESPONDING SW_PU FROM EITHER HOST

S e o ok ko ok ko ko ok R ek ke R kR Rk ko
XCA1A
PORT1A
GP1A2A
LN1A2A
P1A2A

XCA Major Node for Token-Bus LAN for Network Node SSCP2A

B e e e e T R T S R R SR S S R R R R R L 2 e

EE I I R T R

NAME :

USE:

VBUILD TYPE=XCA

MEDIUM=BUS,ADAPNO=1,SAPADDR=4,CUADDR=500, TIMER=254

GROUP  DIAL=YES,ANSWER=ON,ISTATUS=INACTIVE,CALL=INOUT

XCA2A  (XCA MAJOR NODE FOR HOST SSCP2A, SLOT 1 ON 3172)

ALL SWITCHED LINES SHOULD BE USED IN CONJUNCTION

WITH SWITCHED MAJOR NODE SWXCA2A. THE SWITCHED

PU'S IN SWXCA2A ARE DEFINED FOR APPN CONNECTIONS.

TO ESTABLISH A FID2 APPN CONNECTION (WHICH APPEARS TO
BE A SWITCHED CONNECTION TO VTAM), PERFORM THE
FOLLOWING STEPS ON BOTH LOCAL AND REMOTE HOSTS:

1) ACT XCA_MAJOR_NODE, SCOPE=ONLY
2) ACT LOGICAL_XCA LINE TO DESTINATION HOST
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(EG. ACT LN2A1A FOR CONNECTION TO HOST SSCP1A)
3) ACT SW_MAJOR_NODE, SCOPE=ONLY

(EG. ACT SWXCA2A DEFINED FOR HOST SSCP2A)
4) ACT CORRESPONDING_SW_PU TO DESTINATION HOST

(EG. ACT SW2A1A FOR CONNECTION TO HOST SSCP1A)
5) DIAL THE CORRESPONDING_SW_PU FROM EITHER HOST
KKEKKKKRKKRKRKRRRKRRK KRR RRkhhkhkhkhhkhkhkkhhkkhkkkhkhkkhkhkkhkhkkhkhkkhkhkkkhkkkhkkkhkkk*
XCAZA VBUILD TYPE=XCA
PORT2A  PORT MEDIUM=BUS,ADAPNO=1,SAPADDR=4,CUADDR=590, TIMER=254
GP2A1A  GROUP  DIAL=YES,ANSWER=ON,ISTATUS=INACTIVE,CALL=INOUT
LN2A1A  LINE
P2A1A PU

EE I

Connecting to a Connection Network over a Token Ring

A connection network is a representation of a shared access transport facility
(SATF), such as a local area network (LAN), that enables nodes identifying their
connectivity to the SATF by a common virtual routing node to communicate without
having individually defined connections to one another. The IBM 3172 Nways
Interconnect Controller can be used to connect a VTAM network node or end node

to a connection network, as shown in Eigure 14 on page 6.
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Network Node
HOSTA

VTAM

’7 3172
|
L]
|
L]
End Node | End Node
AS400A i AS400B
I
I @@ —e—e—e—ae
SLU R
T H
' "] Virtual Node
L]
|
L]
|
L]
1
3172
End
Node
HOSTB
VTAM
PLU
Legend:
[ = Link station definitions

Figure 14. VTAM Attachment to a Connection Network through a 3172

An XCA major node is used to define this connection. The two XCA major nodes
shown below define a total of two 3172 token ring connections.

Operands on the PORT definition statement are used to specify a connection to a
connection network. VNNAME=CN3172 specifies the CPNAME for the connection
network. VNGROUP=GP1RCO specifies the name of the GROUP containing
dial-out links available for use on the connection network named on the VNNAME
operand. DYNPU=YES is the default when VNNAME and VNGROUP are coded on
the PORT statement. DIAL=YES is required on the GROUP named on the
VNGROUP operand.

If it had been coded, the TGP operand of the PORT definition statement would
have specified the name of a transmission group profile definition used for the
connection network. Since it was not coded in this case, the default TG profile
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definition is used. VTAM therefore uses the token ring profile provided by IBM,

since MEDIUM=RING. See &/0S Communications Server: SNA Resource Definition
for the values specified by the IBM-supplied APPN transmission group

profile definitions.

If CP-CP sessions are desired between two nodes on the connection network, you
must define a switched major node at the calling node. This switched major node
should define a PU for any node on the connection network that the calling-out
node is to call. Since DYNPU=YES is enforced automatically when a session is
established through the connection network, it is not necessary for DYNPU=YES to
be coded by the called nodes.

For more information on defining connections to connection networks through the

IBM 3172 Nways Interconnect Controller, see the 2/QS Communications Servert

ISNA Network Implementation Guidg.

% =====> BEGINNING OF DATA SET XBIRBC6A

*hkkhkhkkhhkhhhhhhhhhhhhhhhhhhhhhdhhhhdhdhdhdhhdhdhhhhhhhhhhhhhhhhhhhhhhhhdrdhdxx

x  XBIRBC6 - VTAM 3172 XCA Major Node *

ER R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R L R

XTRBC6  VBUILD TYPE=XCA *#% EXTERNAL COMMUNICATION ADAPTER *=*

PORTR6  PORT  MEDIUM=RING, % LAN TYPE ok *
ADAPNO=0, x% 3172 RELATIVE ADAPTER NUMBER  #* *
SAPADDR=8, x% SERVICE ACCESS POINT ADDRESS  #*
CUADDR=BC6, x% CHANNEL UNIT ADDRESS x %
TIMER=90, % CHANNEL ACTIVATE RESP TIME ok
CAPACITY=8K, % TG LINK CAPACITY (BITS PER SEC)#*
COSTBYTE=0, *#% TG COST PER BYTE TRANSMITTED  #* =
COSTTIME=0, % TG COST PER UNIT OF TIME ok
PDELAY=TERRESTR, #* TG MAXIMUM PROPAGATION DELAY  *x
SECURITY=UNSECURE, #** TG SECURITY LEVEL ok
VNNAME=CN3172,  ** CPNAME OF CONNECTION NETWORK % *
VNGROUP=GP1RCO  ** NAME OF GROUP FOR CONN. NETWORK==*

*%x

GP1RCO  GROUP  DIAL=YES, *
ISTATUS=INACTIVE, *
ANSWER=ON, *
CALL=INOUT, *
DYNPU=YES, x
DYNPUPFX=U3

LIRCO1  LINE

P1RCO1 PU

LIRCO2  LINE

P1RCO2 PU

LIRCO3  LINE

P1RCO3  PU

LIRCO4  LINE

P1RCO4 PU

L1RCO5 LINE

P1RCO5 PU

dhkhkhkhkhkhhkhhhkhhhkhhhhhhhhhhhhhhhdhhhddhdhdhdhhdhhhhdhdhhdhhhhhhhkhhhhhhhkhhhhdrdrhdxx

x =====> END OF DATA SET XBIRBC6A

% =====> BEGINNING OF DATA SET XOLRBC4B

e ok ok e ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ke ok ok ok ok ok ok ke ok ok ok ok ok ok ok ok ok ok ok ok ok ok o ok ok ok ok ok ok ok ok ke ok ok ok ok

*  XO1RBC4 - VTAM 3172 XCA Major Node *

khkkkkkkkkkkkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkkk* *k*k *k*k *k*k

XTRBC4  VBUILD TYPE=XCA +x EXTERNAL COMMUNICATION ADAPTER

PORTR4  PORT  MEDIUM=RING, «x LAN TYPE ok
ADAPNO=0, % 3172 RELATIVE ADAPTER NUMBER  #» *
SAPADDR=4, *#% SERVICE ACCESS POINT ADDRESS  #*x =
CUADDR=BC4, x%x CHANNEL UNIT ADDRESS ok ¥
TIMER=90, x% CHANNEL ACTIVATE RESP TIME x %
VNNAME=CN3172, *% CPNAME OF CONNECTION NETWORK — #x =*

VNGROUP=GP1RCO =+ NAME OF GROUP FOR CONN. NETWORKx=
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*%

GP1RCO

L1RCO1
P1RCO1
L1RCO2
P1RCO2
L1RCO3
P1RCO3
L1RCO4
P1RCO4
L1RCO5
P1RCO5

GROUP  DIAL=YES, *
ISTATUS=INACTIVE, *
ANSWER=0ON, *
CALL=INOUT, *
DYNPU=YES, *

*

DYNPUPFX=U4,
AUTOGEN=(6,L,P)
LINE
PU
LINE
PU
LINE
PU
LINE
PU
LINE
PU
> END OF DATA SET XO1RBC4B

Using XCA Over an IBM z/0S OSA Between APPN Nodes

XCA Major Node Definitions For ATM Support
The sample XCA major nodes for the DIAL SVC ATM are shown below. See m

for the

corresponding switched major nodes for the DIAL SVC ATM. m shows a
basic ATM configuration enabling HPR APPN communication in native mode.

HOST1 HOST2
HPR APPN HPR APPN
ATM Network
OSAX OSAY
PVC
""" SN
PORTA PORTA

Figure 15. Basic ATM Configuration

XCA Major Node for OSA Port for DIAL SVCS for ICN SSCP1A

XCAOSAIA VBUILD TYPE=XCA
PORTOSAL PORT MEDIUM=ATM, PORTNAME=0SAXA

*

GP121

LINI2L1
PIN12L1
LIN12L2
PIN12L2
LIN1Z2L3
PIN12L3
LIN12L4
PIN12L4
LIN12L5
PIN12L5

GROUP  DIAL=YES,ISTATUS=INACTIVE,CALL=INOUT, X
DYNPU=YES

LINE

PU

LINE

PU

LINE

PU

LINE

PU

LINE

PU
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LIN12L6 LINE

PIN12L6 PU

*

GP1A1 GROUP  DIAL=YES,ANSWER=ON, ISTATUS=INACTIVE,CALL=INOUT, X
DYNPU=YES

LINIAL1 LINE

PINIAL1 PU

LINIALZ LINE

PIN1ALZ PU

*

GP171 GROUP  DIAL=YES,ISTATUS=INACTIVE,CALL=INOUT, X
DYNPU=YES

LIN17L1 LINE

PIN17L1 PU

LIN17L2 LINE

PIN17L2 PU

*

XCA Major Node for OSA Port for DIAL SVCS for ICN SSCP2A

XCAOSA2A VBUILD TYPE=XCA

PORTOSAL PORT MEDIUM=ATM, PORTNAME=0SAYA

*

GP211 GROUP  DIAL=YES,ISTATUS=INACTIVE,CALL=INOUT, X
DYNPU=YES

LIN21L1 LINE

PIN21L1 PU

LIN21L2 LINE

PIN21L2 PU

LIN21L3 LINE

PIN21L3 PU

LIN21L4 LINE

PIN21L4 PU

LIN21L5 LINE

PIN21L5 PU

LIN21L6 LINE

PIN21L6 PU

*

GP2A1 GROUP  DIAL=YES,ANSWER=ON,ISTATUS=INACTIVE,CALL=INOUT, X
DYNPU=YES

LIN2AL1 LINE

PIN2AL1 PU

LIN2AL2 LINE

PIN2ALZ2 PU

*

GP271 GROUP ~ DIAL=YES,ISTATUS=INACTIVE,CALL=INOUT, X
DYNPU=YES

LIN27L1 LINE

PIN27L1 PU

LIN27L2 LINE

PIN27L2 PU

*
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Connecting to a Connection Network ATM

HOST NCP
M1
0 Attention M2
Interrupts M3
M4
M’ >

DELAY=t

In this example, DELAY is still equal to £ but before t expires and after four messages arrive at the NCP,
an outbound message (M') is sent form VTAM to NCP.

In this case, four messages are sent to the host with no attention interrupts generated. This is the ideal
case, in terms of saving instructions executed in the host.

Figure 16. ATM Configuration with a Connection Network

The sample XCA major nodes for the Connection Network are shown below. See

[Using XCA Quer an IBM S/390 QSA for Cannection Netwark” an page 15d for the

corresponding switched major nodes for the Connection Network.

XCA Major Node for Connection Network for EN SSCP1A

*

XCAOSA1A
PORTOSAL

*

GP121

LIN12L1
PIN12L1
LIN12L2
PIN12L2
LIN12L3
PIN12L3
LIN12L4
PIN12L4
LINI2L5
PIN12L5
LIN12L6
PIN12L6

*

GP1A1

LINIALI
PIN1AL1
LINIAL2
PINIAL2

*

GP171

LINI7L1
PIN17L1
LIN17L2
PIN17L2

*

VBUILD TYPE=XCA

PORT MEDIUM=ATM, PORTNAME=0SAXA

GROUP ~ DIAL=YES,ISTATUS=INACTIVE,CALL=INOUT, X

DYNPU=YES
LINE
PU
LINE

GROUP  DIAL=YES,ANSWER=ON,ISTATUS=INACTIVE,CALL=INOUT, X

DYNPU=YES
LINE
PU
LINE
PU

GROUP  DIAL=YES,ISTATUS=INACTIVE,CALL=INOUT, X

DYNPU=YES
LINE
PU
LINE
PU

* Connection Network

*

GP121C

GROUP DIAL=YES,ISTATUS=INACTIVE,ANSWER=ON,CALL=INOUT, X
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DLCADDR=(1,C,ATMSVC,NETA.SSCPVN,EXCLUSIVE),
DLCADDR=(7,BCD,03,00,00004000,00004000,00005360,00),
DLCADDR=(8,X,00,03),

DYNPU=YES,

COSTTIME=0,COSTBYTE=0,SECURITY=UNSECURE,
PDELAY=NEGLIGIB,CAPACITY=32M

><X XX > X< X

*

LIN12L1C LINE
PIN12L1C PU
PIN12L2C LINE
PIN12L2C PU
PIN12L3C LINE
PIN12L3C PU

XCA Major Node for Connection Network ATM for EN SSCP2A

XCAOSA2A VBUILD TYPE=XCA

PORTOSA1 PORT MEDIUM=ATM, PORTNAME=0SAYA

*

GP211 GROUP  DIAL=YES,ISTATUS=INACTIVE,CALL=INOUT, X
DYNPU=YES

LIN21L1 LINE

PIN21L1 PU

LIN21L2 LINE

PIN21L2 PU

LIN21L3 LINE

PIN21L3 PU

LIN21L4 LINE

PIN21L4 PU

LIN2IL5 LINE

PIN21L5 PU

LIN21L6 LINE

PIN21L6 PU

*

GP2A1 GROUP ~ DIAL=YES,ANSWER=ON,ISTATUS=INACTIVE,CALL=INOUT, X
DYNPU=YES

LIN2AL1 LINE

PIN2AL1 PU

LIN2AL2 LINE

PIN2AL2 PU

*

GP271 GROUP  DIAL=YES,ISTATUS=INACTIVE,CALL=INOUT, X
DYNPU=YES

LIN27L1 LINE

PIN27L1 PU

LIN27L2 LINE

PIN27L2 PU

*

* Connection Network

*

GP211C  GROUP DIAL=YES,ISTATUS=INACTIVE,ANSWER=ON,CALL=INOUT,
DLCADDR=(1,C,ATMSVC,NETA.SSCPVN,EXCLUSIVE),
DLCADDR=(7,BCD,03,00,00004000,00004000,00005360,00) ,
DLCADDR=(8,X,00,03),

DYNPU=YES,
COSTTIME=0,COSTBYTE=0,SECURITY=UNSECURE,
PDELAY=NEGLIGIB,CAPACITY=32M

><X XX XX X X X

*

LIN21L1C LINE
PIN21L1C PU
LIN21L2C LINE
PIN21L2C PU
LIN21L3C LINE
PIN21L4C PU

Chapter 6. External Communication Adapter (XCA) Major Node 65



XCA Major Node for Connection Network ATM for NN SSCPAA

XCAOSAAA VBUILD TYPE=XCA

PORTOSA5 PORT ~ MEDIUM=ATM,PORTNAME=0SAZA

*

GPA15  GROUP  DIAL=YES,ISTATUS=INACTIVE,CALL=INOUT, X
DYNPU=YES

LSNAIL1 LINE

PSNAIL1 PU

L5NA1L2 LINE

P5NAIL2 PU

L5SNAIL3  LINE

P5NALL3 PU

L5SNA1L4 LINE

P5NALL4 PU

L5SNAIL5 LINE

P5SNALL5 PU

L5NAIL6 LINE

P5NAIL6 PU

*

GPA25  GROUP  DIAL=YES,ANSWER=ON,ISTATUS=INACTIVE,CALL=INOUT, X
DYNPU=YES

L5NA2L1 LINE

P5NA2L1 PU

L5NA2L2  LINE

P5NA2L2  PU

*

GPA75  GROUP  DIAL=YES,ISTATUS=INACTIVE,CALL=INOUT, X
DYNPU=YES

L5NA7L1 LINE

P5NA7L1 PU

L5SNA7L2  LINE

P5SNA7L2  PU

*

* Connection Network

*

GP211C  GROUP DIAL=YES,ISTATUS=INACTIVE,ANSWER=ON,CALL=INOUT,
DLCADDR=(1,C,ATMSVC,NETA.SSCPVN,EXCLUSIVE),
DLCADDR=(7,BCD,03,00,00004000,00004000,00005360,00) ,
DLCADDR=(8,X,00,03),

DYNPU=YES,
COSTTIME=0,COSTBYTE=0,SECURITY=UNSECURE,
PDELAY=NEGLIGIB,CAPACITY=32M

><X > XX X< X X

*

LIN21L1C LINE
PIN21L1C PU
LIN21L2C LINE
PIN21L2C PU
LIN21L3C LINE
PIN21L4C PU

Automatic Generation of Lines and Physical Units

To enable VTAM to automatically generate lines and physical units on an external
communication adapter major node, code the AUTOGEN operand on the GROUP
definition statement of the external communication adapter major nodes where
DIAL=YES has been specified. Thus, the lines and PUs need not be explicitly
coded. For information on the naming conventions used for the lines and physical

units, a%Iease refer to the [z2QS Communications Server- SNA Resource Definitiod

The following definitions were extracted from the sample XCA Majaor Nade for Hasi
500 (Token-Ring L ANY” on page 53. The device address is specified on the

CUADDR operand of the PORT definition statement. Here, CUADDR=BEO.
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The AUTOGEN operand is specified as (3,L,P), where:

» 3 is a decimal value specifying the number of lines and PUs to be generated
automatically by VTAM.

» L is a user-supplied character used in generated line names.
* P is a user-supplied character used in generated physical unit names.

DIAL=YES on the GROUP definition statement is required for automatic generation
of lines and physical units.

B R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R

* X50BBEO - VTAM EXTERNAL COMMUNICATION ADAPTER MAJNOD - MDH A500 *

B R R R R R R R R R R R T R R R R R R R R T R R R R L Rt R L

* 3172 XCA MAJOR NODE FOR HOST A500N

R o e o R R T T R R R R S S R T S R E L L L L L

XTBBEO  VBUILD TYPE=XCA ** EXTERNAL COMMUNICATION ADAPT**

PORTBE ~ PORT ADAPNO=0, *x% 3172 RELATIVE ADAPTER NUMBERx#* X
CUADDR=BEO, %% CHANNEL UNIT ADDRESS = X
MEDIUM=RING, %% LAN TYPE *% X
SAPADDR=8, x% SERVICE ACCESS POINT ADDRESS* X
TIMER=90 x* CHANNEL ACTIVATE RESP TIME **

GP1BE1 ~ GROUP ANSWER=ON, *x% PU DIAL INTO VTAM CAPABILITYx+* X
AUTOGEN=(3,L,P), ** AUTO GENERATE LINES A+ X
CALL=INOUT, ** IN/OUT CALLING CAPABILITY  ** X
DIAL=YES, x% SWITCHED CONNECTION = X
ISTATUS=INACTIVE *x+ INITIAL ACTIVATION STATUS  **

EE R R R R R R R R R R R R R R R S R R R R R R R R R R R

The three lines generated by VTAM will have line names LOBEO00O, LOBEOO0O1,
and LOBEO0002, where:

» L is the user-supplied character specified in the AUTOGEN operand.

* 0BEO is the device address, as specified on the CUADDR operand.

* 000, 001, and 002 are sequential hexadecimal numbers assigned by VTAM.

The two physical units generated by VTAM will have PU names POBE00QO,
POBEO0001, and POBE0002, where:

» P is the user-supplied character specified in the AUTOGEN operand.

* O0BEO is the device address, as specified on the CUADDR operand.

* 000, 001, and 002 are sequential hexadecimal numbers assigned by VTAM.

For more information on the AUTOGEN operand, refer to the [zZ0S Communications
5 SNAE Definiion Bt ]
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Chapter 7. Local Non-SNA Major Node
About This Chapter

This chapter describes sample local non-SNA major node definitions.

The local non-SNA major node defines a set of channel-attached (local) non-SNA
terminals (printers or display stations). Each minor node represents a non-SNA
terminal. The only valid non-SNA terminals are 3277, 3284, and 3286 devices.

To define a local non-SNA major node, code an LBUILD definition statement
followed by one or more LOCAL definition statements, where the LOCAL definition
statement defines a channel-attached non-SNA terminal. LOCAL specifies the
3-digit or 4-digit hexadecimal channel unit address used for the channel-attached
terminal, the terminal type (3277, 3284, or 3286), and other information about the
terminal. Do not code a PU definition statement and do not code a definition
statement for the non-SNA cluster controller (3272 or compatible device) to which
the terminal is attached.

Note: A local non-SNA terminal should not be defined to and activated by VTAM if
its channel unit address is defined as an MVS console and allocated to
console services. Activating a local non-SNA terminal whose channel unit
address is in use by console services can cause VTAM, console services, or
both to abend.

For more information about local non-SNA definitions, see the kg

Communications Server: SNA Network Implementation Guida.

Sample Local Non-SNA Major Node Definition

Following is an example of a local non-SNA major node. The CUADDR operand
defines the channel unit address of the non-SNA terminal. The TERM operand
specifies the terminal type.

Resource registration places information about the location of resources in a
directory services database. This registration reduces broadcast searches by
ensuring that a resource will be found in the directory services database. Resources
can be registered to a directory database on a network node server and/or to a
central directory server.

For APPN, the REGISTER operand specifies how the local non-SNA resource
should be registered.

REGISTER=NETSRVR
An end node resource should be registered to its network node server, but
central directory registration should not be requested for it (the default).

REGISTER=CDSERVR
An end node resource should be registered to its network node server and
central directory resource registration is requested for it. A network node
resource is registered at the central directory server.

REGISTER=NO
An end node resource should not be registered.

© Copyright IBM Corp. 1991, 2001 69



The sample local non-SNA major node below illustrates how the REGISTER
operand can be used.

B R o o o e R R T R R R R R S S R R R L L L

% LOCAL DEFINITION DECK FOR BISYNC LU *
Khkhkhkhhhkhkhhhkhhhkhhhhhhhhhhhhhhhhhhhhhhdhhdhdhhhhhhhhhhhhhhhhhhhhhhhhhkhdxx
LBUILD
L3270A LOCAL TERM=3277,CUADDR=3EQ,ISTATUS=(INACTIVE),
FEATUR2=(MODEL2, SELPEN) , REGISTER=NO,
USSTAB=USSTABFV,MODETAB=MODETAB3,
LOGTAB=USSINTAB
L3270B  LOCAL TERM=3277,CUADDR=3E1,ISTATUS=(INACTIVE),
FEATUR2= (MODEL2, SELPEN) , REGISTER=NETSRVR,
USSTAB=USSTABFV,MODETAB=MODETAB3,
LOGTAB=USSINTAB

OO0

OO0

*

L3270C  LOCAL TERM=3277,CUADDR=3E3,ISTATUS=(INACTIVE),
FEATUR2=(MODEL2,SELPEN) ,REGISTER=CDSERVR,
USSTAB=USSTABFV,MODETAB=MODETAB3,
LOGTAB=USSINTAB

OO0

*

L3270D LOCAL TERM=3277,CUADDR=3E4,ISTATUS=(INACTIVE),
FEATUR2= (MODEL2, SELPEN) ,
USSTAB=USSTABFV,MODETAB=MODETAB3,
LOGTAB=USSINTAB

L3270E  LOCAL TERM=3277,CUADDR=3E2,ISTATUS=(INACTIVE),
FEATUR2= (MODEL2, SELPEN) ,
USSTAB=USSTABFV,

LOGTAB=USSINTAB

L3284A LOCAL TERM=3284,CUADDR=3E5, ISTATUS=INACTIVE, C
FEATUR2=(MODEL1) ,MODETAB=MODETAB3, C
DLOGMOD=53270

LTESTA  LOCAL TERM=3277,CUADDR=3E6,ISTATUS=(ACTIVE),
FEATUR2= (MODEL2, SELPEN) ,
USSTAB=USSTABFV,MODETAB=MODETAB3,
LOGTAB=USSINTAB

LTESTB  LOCAL TERM=3277,CUADDR=3E7,ISTATUS=(ACTIVE),
FEATUR2=(MODEL2, SELPEN) ,
USSTAB=USSTAB2 ,MODETAB=MODETAB3,
LOGTAB=INTTABO2

LTESTC  LOCAL TERM=3277,CUADDR=3E8, ISTATUS=(ACTIVE),
FEATUR2= (MODEL2, SELPEN) ,
USSTAB=USSTAB3,MODETAB=MODETAB3,
LOGTAB=INTTABO3

OO0

OO0

OO0 OO

OO0

While VTAM is running, you can change the registration of local non-SNA resources
in an APPN network by using the MODIFY RESOURCE command. For more

information, see the &Z0S Communications Server: SNA Operation.
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Chapter 8. Local SNA Major Node

About This Chapter

This chapter describes sample local SNA major node definitions.

A local SNA major node defines a set of channel-attached (local) SNA cluster
controllers.

Type 2.1 Channel Connections Between APPN Nodes

Type 2.1 channel connections can be used to connect two network nodes, or a
network node and an end node. The following example shows how to connect an
NCP in a composite network node to a network node.

Composite
NN
VTAM
Network Node
VTAM
NCP
=0 —0—0—0—0—0—0—
T2.1 Channel

APPN Connection —e—

Figure 17. Type 2.1 Channel Connection between a Composite Network Node and a Network
Node

To define this type of connection, you must define the following:
* Local SNA major node
* NCP major node

The local SNA major node resides at the VTAM network node and the NCP major
node resides at the VTAM host in the composite network node. Code PUTYPE=2
and XID=YES on the PU definition statement in the local SNA major node to define
a peripheral type 2.1 node. Similarly, code PUTYPE=2 and XID=YES on the PU
definition statement in the NCP major node to define a peripheral type 2.1 node.

To allow CP-CP sessions to be established between the two nodes,
CONNTYPE=APPN and CPCP=YES must be specified on both of those PU
definition statements, unless CONNTYPE=APPN and CPCP=YES have been
specified as start options.
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The CP-CP sessions are established through the NCP by activating the local SNA
major node from the network node and the line for the 2.1 channel from the VTAM
composite node.

The following sample is taken from the local SNA major node for this connection.
The corresponding NCP _major node definition is found in |Iyp.e_2_1_C.hanne|

"""""""""""" R e T
* THE FOLLOWING IS A DEFINITION FOR CHANNEL ATTACHED PU 2.1. *
* THE CONNECTION IS BETWEEN SUBAREAS 3 (NCP3AXX) AND A (SSCPAA) *

ek e ek ek ek

LSNA3AA  VBUILD TYPE=LOCAL

LSNA3APA PU PUTYPE=2,CUADDR=050, ISTATUS=INACTIVE,XID=YES,
VPACING=0,SSCPFM=USSSCS ,MAXBFRU=15,
CONNTYPE=APPN,CPCP=YES

Another sample local SNA major node for this type of configuration follows:

* =====> BEGINNING OF DATA SET LCLO11
dhkkhkhkhkhkhkhkhkhkhkhhkhkhhhhhhhhhhhhhhhhhdhdhdhdhdhhdhdhdhhdhhhhhhhhhhhhhhhhhhhhhkhdhdhdxkx
%* LCLO11 - LOCAL SNA MAJOR NODE FOR APPN (T2.1) CHANNEL ACTIVATION *
* FOR A500 *
* TO ESTABLISH CP-CP SESSIONS BETWEEN A500 AND A17 THROUGH NCP *
* AO3NCP: *
* - CHANGE THE CUADDR TO MATCH YOUR DEVICE ADDRESS AND ACTIVATE *
* LCLO11 FROM A500 *
% - FROM A17, ACTIVATE AO3CP3 (LINE FOR CHANNEL ADDR 10 - PHYSICAL =
x  PORT 3) ON AO3NCP *
AKXk hhhhhhhhhhhhhhhhhhhhhhhhhhkhhkhkhkhkhkhkhkhkhkhkhkkhkhkhkkhkhkdhhhdhdhdxkx
CA1 VBUILD TYPE=LOCAL *%x LOCAL SNA MAJOR NODE **
PUCA1 PU CUADDR=9B9, *x DEVICE ADDRESS *xX
CONNTYPE=APPN, ** CONNECTION TYPE *%X
CPCP=YES, *% CP-CP SESSION SUPPORT *xX
DYNLU=YES, *% DYNAMIC ALLOCATION OF CDRSCS *xX
ISTATUS=ACTIVE, *x INITIAL ACTIVATION STATUS *xX
MAXBFRU=15, *%x NUMBER OF BUFFER UNITS *xX
PUTYPE=2, *x PHYSICAL UNIT TYPE *xX
SSCPFM=USSSCS, ** RU TYPES SUPPORTED *xX
VPACING=0, *% VTAM PACING *%X
XID=YES *% CHANNEL CONTACT PROCEDURE **

« =====> END OF DATA SET LCLO11

APPN Host-to-Host Channel Connection

APPN host-to-host channel connections enable two VTAM nodes to communicate
using APPN protocols over MPC connections, as illustrated in

To define an APPN host-to-host connection, you must define the following at each
of the two VTAM nodes:

* A transport resource list (TRL) major node. For more information, see
* The channel connection to the adjacent VTAM as an APPN PU using the TRLE
operand in a PU definition statement of a local SNA major node.

The PU definition statement defines the channel connection and the adjacent VTAM
as an APPN PU. The TRLE operand identifies a transport resource list element
(TRLE) as defined in the TRL major node. The TRLE contains transport
characteristics of the PU.
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The following sample local SNA major nodes show transport resource list element
(TRLE) definitions for the two hosts in Eigure 30 on page 158. For example,
TRLE=MPC1 in A11HHC specifies in the corresponding TRL major node the name
of the TRLE definition statement VTAM uses to route data over the channel.
XID=YES specifies that a PU type 2.1 channel contact procedure is to be used.
CONNTYPE=APPN and CPCP=YES indicates that CP-CP sessions are supported
on this connection.

ok ook koo ook ook ook ok ok ook ok ook ke ook ok ook ok e %
* Local SNA Major Node for AlIN
khkkkkhkhkkkhkkkhhkkhkhhkkhkhkhkhkhkhkhkhkhkhkhkhkhkhkikkx *k*k *k*k *k*k *k*k * *

B R o o o e R T R T T R R S S R S L R L R e

*  NAME: Al1BFTG
* USE:  APPN HOST TO HOST CHANNEL BF TG (LOCAL SNA MAJNODE)

B R R R R R R R R R R R R R R R R R R R R R T R R R R R R R R

A11HHC  VBUILD TYPE=LOCAL

A11HHCP1 PU TRLE=MPC1, *
ISTATUS=INACTIVE, *
XID=YES, *
CONNTYPE=APPN, *
CPCP=YES

Khhkhhkkhhkhkhhhhkrhhkhhhkhdhhdhhhhrhhhhhhdhhdhrhhhhhhhhhdhhhdhrhdhhdhhdhhdhrhdhrhdhhdhk

* Local SNA Major Node for A12N *

kkhkkkkhkkhkkhkkhkhkkhhkkhhkkhkhkkhhkkhhkhkhhkkhhkkhhkhkhkhkhkhhkhhkkhhkhkhhkhkhkkhkhkkhhkkhkhkhkhkkhkhkkhkhkkkkx*

khhkkkhhkhkkhhhhhhhhhdrhhhhhhdhhdhhdhhdhhhhdhhhdhrhhhhhhdhhhdhrhdhhrhdhhkdhrisx

*  NAME: A12BFTG

*  USE: APPN HOST TO HOST CHANNEL BF TG (LOCAL SNA MAJNODE)

B R R R R R R R R R R R R R e R R R R R R R R R R R R R R R R R R R R R R R R R R R

A12HHC  VBUILD TYPE=LOCAL

A12HHCP1 PU TRLE=MPC1, *
ISTATUS=INACTIVE, *
XID=YES, *
CONNTYPE=APPN, *
CPCP=YES

Selective Deactivation of Idle LU 6.2 Sessions

In the following sample used in the configuration depicted in ,
Type 2.1 node B28BCCNPU is defined as a limited resource (LIMRES=YES). That
means that any LU 6.2 sessions that traverse B28CCNPU (except for LU 6.2
sessions that the VTAM CP is using) will be deactivated if no conversation is
detected for the period of time specified on the LIMQSINT operand of the APPL
definition statement.

For an example of a LIMQSINT definition, see LD.e.tLD.l.n.g_LLM.O.S.LNJ'_Q.n_pa.g.eJ.d

khkkkkhkhkkkhkhkkhhkkhkhhkkhkhkkhkhkhkhkhkhkhkhkhkhkhkikk *k*k *k*k *k*k

« LOCAL SNA MAJOR NODE FOR CHANNEL-ATTACHED TYPE 2.1 NODE *

«  (FOR CHANNEL BETWEEN B128 AND NCP B75NCP) *

KRR A AR AR AR A A A A A A Ak A Ak Ak Ak Ak A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A ATk ke x*

B28CCN  VBUILD TYPE=LOCAL

B28CCNPU PU  CUADDR=013, #% PHYSICAL UNIT ADDRESS o X
LIMRES=YES, % LIMITED RESOURCE o X
ISTATUS=INACTIVE,  * o X
PUTYPE=2, #% PU TYPE 2.1 OR 2.0 o X
XID=YES #% XID=YES==>2.1 N0==>2.0 -

B75L341A LU LOCADDR=0,MODETAB=AMODETAB
B75L341B LU LOCADDR=0,MODETAB=AMODETAB
B75L342A LU LOCADDR=0,MODETAB=AMODETAB
B75L342B LU LOCADDR=0,MODETAB=AMODETAB

EE R R R R R R R R R R R R R R R R R R R R R R R R R R R *k* k*khkkhkhkhkhk *kk kkhkhkkhkhkhk
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Dynamic Definition of Dependent LUs

Dependent logical units that are attached through an IBM 3174 control unit can be
defined dynamically to a VTAM network when the device containing the logical units
powers on, rather than during major node activation. See

VTAM defines dependent logical units dynamically by using model logical unit
definitions, rather than predefined definitions. The dynamically defined logical unit
definitions are updated, if needed, each time the device containing the logical units
powers on. You can use this function to add, change, or relocate dependent logical
units from a VTAM network without reactivating the major node.

A01

VTAM

ICN

3174 PU3174

Figure 18. Dynamic Definition of Dependent LUs. Host AO1 is an interchange node (ICN).

For more information on this function, including the process VTAM follows to
dynamically define dependent logical units, refer to the [z20S Communicationd
Server: SNA Network Implementation Guide.

To enable dynamic definition of dependent logical units, you must code an LU group
major node. The LU group major node defines one or more model LU groups, each
of which contains a list of model LU definition statements. For a sample LU group

major node, see LChapter 9 | U Group Major Node” on page 81,

In addition to coding an LU group major node, you must also code the LUGROUP
operand on the PU definition statement for the 3174. If you use the SDDLU
(selection of definitions for dependent LUs) exit routine, you must also code the
LUSEED operand on the 3174’s PU definition statement.

In the sample local SNA major node named AO1LSNA the VBUILD definition
statement identifies it as a local SNA major node (TYPE=LOCAL).

In the PU definition statement, PU3174 is the 3174’s PU name.
LUGROUP specifies the name of the model LU group (LUGRP) that VTAM uses to

select a model LU definition when dynamically defining a logical unit attached
through this 3174.
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LUSEED provides a pattern name (L3174### in this sample) that is used to create
an LU name for the dynamically created LU definition statements.

* =====> BEGINNING OF DATA SET AO1LSNA

e e ok ok o ok ok o ko ok ko ok ko ok ko ko ko ko ko ko ko ok ko ok o ko ok o ke ko ko
* AOILSNA - VTAM LOCAL SNA MAJOR NODE - LOCAL SNA 3174 *
e e ok o ok o ko ko ko ok ko ok ko ok ko ok ko ko ko ko ko ko ok o ok o ko ok o ok ok ke ko
* 3174 LOCAL SNA PU *

B R R R R R R R R R R R R R R R R R S R R R R R R R R R R R R R

AOQ1LSNA VBUILD TYPE=LOCAL

PU3174 PU CUADDR=7A0, x% CHANNEL UNIT ADDRESS *% X
DLOGMOD=D4A32784, =+ DEFAULT LOGON MODE TABLE ENTRY *x X
LUGROUP=LUGRP, *% SDDLU GROUP - SEE AO1LUGRP *% X
LUSEED=L3174###,  *x LU PATTERN NAME *% X
MAXBFRU=15, x+ RECEIVE DATA BUFFER SIZE *% X
USSTAB=AUSSTAB x% USS TABLE NAME *%

* =====> END OF DATA SET AO1LSNA

Defining Subnetwork Boundaries

When the start option BN=YES is in effect, the operand NATIVE is used on the PU
definition statement to specify whether this link station represents a connection to a
native node. NATIVE=NO defines a subnetwork boundary between this node and
the named adjacent CP, or between this node and the CP represented by the PU
statement. NATIVE=NO must be used when both nodes have the same network ID,
but a subnetwork boundary is desired. The NATIVE operand is required on only one
side of a network or subnetwork boundary. For more information on the how the
NATIVE operand is used in local SNA major nodes, see the /0S Communicationd
Server: SNA Resource Definition Reference

The following sample local SNA major node illustrates how specifying NATIVE=NO
on a PU definition statement defines a subnetwork boundary between two nodes
with the same network ID.

R o e e R R R R T R R T R R R R R L

* THE FOLLOWING IS A DEFINITION FOR CHANNEL ATTACHED PU 2.1 *

AKEKKKKKKRKKRKRKRKRKIRRKRKRRKRKRRKRKRARKRRRKRARRhhkhhkkhhkkhkhkkhkhkkhkhkkkhkkkhkikkhkkkhkhkkkkx

LSNA3A2 VBUILD TYPE=LOCAL

LSNA3APU PU PUTYPE=2,CUADDR=051, ISTATUS=INACTIVE,XID=YES,
VPACING=0,SSCPFM=USSSCS,MAXBFRU=15,NATIVE=NO,
CONNTYPE=APPN,CPCP=YES

APPL2 LU LOCADDR=00,MODETAB=ISTINCLM,DLOGMOD=INTERACT

APPCAPO6 LU LOCADDR=00,MODETAB=ISTINCLM,DLOGMOD=INTERACT

L4A4956A LU LOCADDR=00,MODETAB=ISTINCLM,DLOGMOD=D4A32781

L4A3767A LU LOCADDR=00,MODETAB=ISTINCLM,DLOGMOD=D4A32782

ECHOB12 LU LOCADDR=00,MODETAB=ISTINCLM,DLOGMOD=INTERACT

ECHOC12 LU LOCADDR=00,MODETAB=ISTINCLM,DLOGMOD=INTERACT

L3270B LU LOCADDR=00,MODETAB=ISTINCLM,DLOGMOD=D4A32783

For more information on the BN start option, see 'Start QOption List with Borded

Authorized Transmission Priority for LEN Connections

In the LSNA3A2 local SNA major node below, AUTHLEN=YES specifies that a
session between two independent LUs through a subarea network will use the
same transmission priority for both type 2.1 LEN connections (entry and exit).
AUTHLEN may only be specified where node type 2.1 is specified and the
connection is to be attempted as an APPN connection. AUTHLEN=YES is the
default.
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S e ook ook o ok ok ok ko ko koo ok ok e ko koo ko ok e ko ke ok e ke ko

* THE FOLLOWING IS A DEFINITION FOR CHANNEL ATTACHED PU 2.1 *

S e oo ook ook o ko koo ek ook o ook e o e ok ek ek ok

LSNA3A2 VBUILD TYPE=LOCAL

LSNA3APU PU PUTYPE=2,CUADDR=051, ISTATUS=INACTIVE,XID=YES, *
VPACING=0,SSCPFM=USSSCS ,MAXBFRU=15, *
CONNTYPE=APPN,CPCP=YES ,AUTHLEN=YES

APPL2 LU LOCADDR=00,MODETAB=ISTINCLM,DLOGMOD=INTERACT

APPCAPO6 LU LOCADDR=00,MODETAB=ISTINCLM,DLOGMOD=INTERACT

L4A4956A LU LOCADDR=00,MODETAB=ISTINCLM,DLOGMOD=D4A32781

L4A3767A LU LOCADDR=00,MODETAB=ISTINCLM,DLOGMOD=D4A32782

ECHOB12 LU LOCADDR=00,MODETAB=ISTINCLM,DLOGMOD=INTERACT

ECHOC12 LU LOCADDR=00,MODETAB=ISTINCLM,DLOGMOD=INTERACT

L3270B LU LOCADDR=00,MODETAB=ISTINCLM,DLOGMOD=D4A32783

High Performance Routing

High performance routing (HPR) allows you to migrate NCP connections to APPN
connections without incurring the associated increase in storage and cycles. HPR
utilizes a rapid transport protocol (RTP) connection to transport session traffic
between session endpoints. HPR routes can also traverse an existing subarea
network, as HPR support provides for the mapping of HPR routes over VR-based
TGs between intermediate nodes.

HPR support is available only over APPN host-to-host channel (AHHC) connections
and other type 2.1 channel connections. HPR support for APPN host-to-host
connections is not available for composite network nodes.

High Performance Routing over AHHC Connections
You can implement high performance routing over an APPN host-to-host channel

(AHHC) connection, as depicted in Eigure 30 an page 158.

To implement an HPR route between network nodes SSCP1A and SSCP2A, for
instance, specify HPR=YES on the PU definition statement in the local SNA major
nodes on both sides of the connection and specify HPR=RTP in the VTAM start
option lists in both nodes. HPR=YES is the default when the start option is
HPR=RTP. On SSCP1A the local SNA major node is defined as follows:

R o o o o R R T R T R R R R S R R R R L e

Name: LSAHHC1A SAMPLE_A

Description: LOCAL SNA MAJOR NODE FOR APPN HHC (SSCP1A)

"""""""""""" R R R R e e e

LSAHHC1A VBUILD TYPE=LOCAL

PU1A2A2 PU TRLE=ML1A2A2,ISTATUS=INACTIVE,XID=YES,VPACING=0, *
SSCPFM=USSSCS,CONNTYPE=APPN,CPCP=YES ,HPR=YES

On the SSCP2A side of the connection the local SNA major node is defined as

follows:
dhkkhkhkhkhkhkhkhkhkhkhhkhkhhhkhhhhhhhhhhhhhhhdkhhddhhdddhdhdhdhdhdhdhdhhhhhhhhhhhhhhhhdhhhdxx
*

* Name: LSAHHC2A SAMPLE_A

*

% Description: LOCAL SNA MAJOR NODE FOR APPN HHC (SSCP2A)

*

LSAHHC2A VBUILD TYPE=LOCAL
PU2A1A2 PU TRLE=ML2A1A2,ISTATUS=INACTIVE,XID=YES,VPACING=0, *
SSCPFM=USSSCS, CONNTYPE=APPN, CPCP=YES,HPR=YES
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In addition, you must define transport resource list major nodes on both sides of the
connection.

For more information on the start option requirements, see 'Network Node Starf

Option List” on page 175.

High Performance Routing over Channel Connections

You can implement high performance routing over a configuration consisting of a
channel-attached NCP and local SNA connections, as depicted in w

SSCPAA SSCP1A SSCP2A

o | [ ]| o]

Local SNA Channel Local SNA
connection connection connection

NCP3

Figure 19. High Performance Routing Over Channel Connections

In this configuration, SSCPAA and SSCP2A are endpoints of an HPR route and
SSCP1A provides intermediate node ANR routing. This configuration implements
high performance routing by default because HPR=YES is the default value for PUs
defined as 2.1 nodes when the connections are not to or from VTAM in a composite
network node.

For the sake of illustration, the local SNA major nodes are shown below. Note that
YES is the HPR default value.

* LOCAL SNA MAJOR NODE LSNA3AA *
* *
* THE FOLLOWING IS A DEFINITION FOR CHANNEL ATTACHED PU 2.1 *
* THE CONNECTION IS BETWEEN SUBAREAS 3 (NCP3AXX) AND A (SSCPAA) *
K o e *

LSNA3AA  VBUILD TYPE=LOCAL

LSNA3APA PU PUTYPE=2,CUADDR=050, ISTATUS=INACTIVE,XID=YES, *
VPACING=0,SSCPFM=USSSCS,MAXBFRU=15, *
CONNTYPE=APPN,CPCP=YES,HPR=YES

APPL2 LU LOCADDR=00,MODETAB=ISTINCLM,DLOGMOD=INTERACT

NETAPPLZ LU LOCADDR=00,MODETAB=ISTINCLM,DLOGMOD=INTERACT

L3A4956A LU LOCADDR=00,MODETAB=ISTINCLM,DLOGMOD=D4A32781

L3A3767A LU LOCADDR=00,MODETAB=ISTINCLM,DLOGMOD=D4A32782

ECHOB12 LU LOCADDR=00,MODETAB=ISTINCLM,DLOGMOD=INTERACT

ECHOC12 LU LOCADDR=00,MODETAB=ISTINCLM,DLOGMOD=INTERACT

* THE FOLLOWING IS A DEFINITION FOR CHANNEL ATTACHED PU 2.1 *

* THE CONNECTION IS BETWEEN SUBAREAS 3 (NCP3AXX) AND 2 (SSCP2A) *

e e e e e e e e e e e e e e e e e e e e e e e e e e e —— e e e e e e e e e e e e e, e e e, ————————— *

LSNA3A2 VBUILD TYPE=LOCAL

LSNA3APU PU  PUTYPE=2,CUADDR=051, ISTATUS=INACTIVE,XID=YES, *
VPACING=0,SSCPFM=USSSCS,MAXBFRU=15, *

CONNTYPE=APPN,CPCP=YES,HPR=YES
APPL2 LU LOCADDR=00,MODETAB=ISTINCLM,DLOGMOD=INTERACT
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APPCAPO6 LU LOCADDR=00,MODETAB=ISTINCLM,DLOGMOD=INTERACT
L4A4956A LU LOCADDR=00,MODETAB=ISTINCLM,DLOGMOD=D4A32781
L4A3767A LU LOCADDR=00,MODETAB=ISTINCLM,DLOGMOD=D4A32782
ECHOB12 LU LOCADDR=00,MODETAB=ISTINCLM,DLOGMOD=INTERACT
ECHOC12 LU LOCADDR=00,MODETAB=ISTINCLM,DLOGMOD=INTERACT
L3276B LU LOCADDR=00,MODETAB=ISTINCLM,DLOGMOD=D4A32783

ee Network Node Start Qption List” on page 175 and tlnterchange Node Stard
b.pttan_l_lst_an_pageJ.BJJ for_information on how to code VTAM start options for high
performance routing. See LHigh Performance Routing” on page 111 for information

on how to code the NCP major node for high performance routing.

High Performance Routing over CDLC and Leased SDLC Connections

You can implement high performance routing over CDLC and leased SDLC
connections, as depicted in

SSCP7E SSCP1A SSCP2A SSCPAA

Local SNA Channel Channel Local SNA
connection connection connection connection
NCP3 NCP4
Leased
SDLC

Figure 20. High Performance Routing Over Channel and Leased SDLC Connections

In the following local SNA major nodes, HPR=YES is coded on the PU definition
statements for LSNA3AP7 and LSNA4APA. This operand specifies that those PUs
provide HPR support.

L e e e e e e e e e *

* THE FOLLOWING IS A DEFINITION FOR CHANNEL ATTACHED PU 2.1 *

* THE CONNECTION IS BETWEEN SUBAREAS 3 (NCP3AXX) AND 7 (SSCP7B) *

K o e *

LSNA3A7 VBUILD TYPE=LOCAL

LSNA3AP7 PU PUTYPE=2,CUADDR=052, ISTATUS=INACTIVE,XID=YES, *
VPACING=0,SSCPFM=USSSCS,MAXBFRU=15, *

CONNTYPE=APPN,CPCP=YES,HPR=YES
APPL2 LU LOCADDR=00,MODETAB=ISTINCLM,DLOGMOD=INTERACT
NETAPPLZ LU LOCADDR=00,MODETAB=ISTINCLM,DLOGMOD=INTERACT
L3A4956A LU LOCADDR=00,MODETAB=ISTINCLM,DLOGMOD=D4A32781
L3A3767A LU LOCADDR=00,MODETAB=ISTINCLM,DLOGMOD=D4A32782
ECHOC12 LU LOCADDR=00,MODETAB=ISTINCLM,DLOGMOD=INTERACT

K e e e e e e e e e ——————— *
* THE FOLLOWING IS A DEFINITION FOR CHANNEL ATTACHED PU 2.1 *
* THE CONNECTION IS BETWEEN SUBAREAS 4 (NCP4AXX) AND A (SSCPAA) *
K o o *

LSNA4AA  VBUILD TYPE=LOCAL

LSNA4APA PU PUTYPE=2,CUADDR=054, ISTATUS=INACTIVE,XID=YES,
VPACING=0,SSCPFM=USSSCS,MAXBFRU=15,
CONNTYPE=APPN,CPCP=YES,HPR=YES

APPL2 LU LOCADDR=00,MODETAB=ISTINCLM,DLOGMOD=INTERACT

NETAPPLZ LU LOCADDR=00,MODETAB=ISTINCLM,DLOGMOD=INTERACT

L3A4956A LU LOCADDR=00,MODETAB=ISTINCLM,DLOGMOD=D4A32781
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L3A3767A LU LOCADDR=00,MODETAB=ISTINCLM,DLOGMOD=D4A32782
ECHOB12 LU LOCADDR=00,MODETAB=ISTINCLM,DLOGMOD=INTERACT
ECHOC12 LU LOCADDR=00,MODETAB=ISTINCLM,DLOGMOD=INTERACT

For the corresponding requirements for the VTAM start options list see [Networld
hage 181, and EMigration Data Host Start Option List” on page 184.
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Chapter 9. LU Group Major Node
About This Chapter

This chapter describes a sample LU group major node definition.

Dependent logical units that are attached through an IBM 3174 control unit can be
defined dynamically to a VTAM network when the device containing the logical units

powers on, rather than during major node activation. See [Eigure 18 on page 74.

VTAM defines dependent logical units dynamically by using model logical unit
definitions, rather than predefined definitions. The dynamically defined logical unit
definitions are updated, if needed, each time the device containing the logical units
powers on. You can use this function to add, change, or relocate dependent logical
units from a VTAM network without reactivating the major node.

For more information on this function, including the process VTAM follows to
dynamically define dependent logical units, refer to the [z2QS Communications
lSemeL_SNA_NeuAMf_mele_menfaimn_Gwdd

To enable dynamic definition of dependent logical units, you must code an LU group
major node. The LU group major node defines one or more model LU groups, each
of which contains a list of model LU definition statements.

Note: You cannot take advantage of the sift-down effect in the LU group major
node.

Sample LU Group Major Node Definition

In the VBUILD definition statement, TYPE=LUGROUP defines this node to VTAM
as an LU group major node.

The LUGROUP definition statement specifies the start of model LU group LUGRP.
A model LU group ends when VTAM encounters either another LUGROUP
definition statement or a VBUILD definition statement.

x =====> BEGINNING OF DATA SET AO1LUGRP

dhkhkhhhhkhhkhkhkhhhhhhhhhhhhhhhhhdhhhdhhhhkhhhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkdhhkhkdhhhkxkhdxkx
* AOLLUGRP - VTAM LU GROUP MAJOR NODE FOR SDDLU *
KRR AR AR AR A R A A A A Ak A A Ak A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A Ak hhhxk
AOLLUGRP VBUILD TYPE=LUGROUP

LUGRP  LUGROUP

3170 LU  DLOGMOD=D4C32782, +* DEFAULT LOGON MODE TABLE ENTRY #* X

LOGAPPL=ECHOAO1,  ** CONTROLLING PRIMARY LU *% X
USSTAB=AUSSTAB *% USS TABLE NAME *k

327@ LU DLOGMOD=D4C32782, X
USSTAB=AUSSTAB, X
LOGAPPL=ECHOAO01

e LU DLOGMOD=D4C32782, X
USSTAB=AUSSTAB, X
LOGAPPL=ECHOAO1

x =====> END OF DATA SET AOILUGRP

To enable dynamic definition of dependent logical units, you must also code the
LUGROUP operand on the PU definition statement for the 3174. If you use the
SDDLU (selection of definitions for dependent LUs) exit routine, you must also code
the LUSEED operand on the 3174’s PU definition statement. For a sample local
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SNA major node that specifies the LUGROUP and LUSEED operands on the
3174’s PU definition statement, see page 3.
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Chapter 10. Model Major Node
About This Chapter

This chapter contains samples of model major node definitions, which you can use
to dynamically define switched resources.

Dynamically Defining Switched Resources

You can define switched peripheral nodes using either of the following:
* Dynamic PU definition (DYNPU operand)
* Dynamic switched definition facility.

This chapter illustrates how you can utilize the dynamic switched definition facility
by defining model major nodes. This facility requires model definition statements
and an exit routine, which VTAM uses as follows:

1. Atype 1, 2, or 2.1 device dials in to VTAM.

2. A configuration services XID exit routine uses the device’s CPNAME (for type
2.1 devices) or IDBLK and IDNUM (for type 1 and 2 devices) to find the
following additional information:

* The device’s physical unit name

* The name of the appropriate physical unit model definition
* The device’s logical unit name

* The name of the appropriate logical unit model definition.

3. The exit routine passes this information to VTAM.

4. VTAM uses the information and the appropriate model definitions to build the
new devices in a dynamic switched major node (ISTDSWMN).

A81

VTAM

ICN

Switched
Connection

CPNAME: A81P884A
PU Name: A81P884
LU Name: A81D8841

Figure 21. Dynamic Definition of a Switched Connection. Host A81 is an interchange node
(ICN).

For more information on this function, refer to the 2/QS_Communications Server
ENA N < Imo] on GLidd

For a sample configuration services XID exit routine, see zZ0S Communications
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Defining a Model Major Node

To enable this function, you must first define a model major node whose minor
nodes are model physical unit and logical unit definitions. The VBUILD definition
statement defines this as a model major node (TYPE=MODEL). MODELLU is the
model LU definition statement. MODELPU is the model PU definition statement.

Note: In a model major node the LU definition statements do not have to follow PU
definition statements.

The model major node shown immediately below is used to dynamically define the

switched connection depicted in [Eigure 21 on page 83

R e o R R T T R R S R R S L R R R R R R

* AB8IMODEL - VTAM MODEL MAJOR NODE *

B e e e e R T T R R S R R R L R L R R R R

A8IMODEL VBUILD TYPE=MODEL

MODELPU PU ADDR=C1, x+ CHANNEL UNIT ADDRESS *%X
ANS=CONTINUE, x% AUTOMATIC NETWORK SHUTDOWN *%X
AUTHLEN=YES, ** AUTHORIZED TRANS PRIORITY *%X
DISCNT=YES, x+ DISCONNECT DIAL CONNECTION *%X
MAXDATA=256, *+* MAX RECEIVE DATA BYTE SIZE *%X
MAXOUT=1, x+ MAX SEND BEFORE RESPONSE *%X
MAXSESS=2, *%x MAX NUM OF LU-LU SESSIONS *xX
NATIVE=NO, *% NON-NATIVE CONNECTION *%X
PASSLIM=1, *%x MAX NUM OF CONTIGUOUS PIUS *xX
PUTYPE=2 ** PHYSICAL UNIT TYPE *%

MODELLU LU LOCADDR=1, x% LOGICAL UNIT LOCAL ADDRESS x%X
MODETAB=AMODETAB ** LOGON MODE TABLE NAME *%

The sample model major node shown below corresponds to the sample
configuration services XID exit routine (named ISTEXCCS) provided in
SYS1.SAMPLIB. The PU and LU names in this sample model major node match
the names generated by the exit routine’s algorithm.

B e e e T T R R R R T S R R R R R e R R 2

* Descriptive name: VTAM Sample MODEL Major Node *
* *
* Function: Defines model names that can be returned by VTAM's sample =
* Configuration Services XID Exit Routine - ISTEXCCS. *

B e R T R R R R R R R R R R e R e 2

ISTMODEL VBUILD TYPE=MODEL

B g e e e T R e R R e S R e R R R e R 2

* *
* Model for IDBLK X'017' - PC 3270 Emulation *
* *
khkkhkkhkhkhkkhkhkhkhhkkhhhkhkhkhkhkhkhkhkhkhkhkhkhhkhkhkhhkhhhhkhhhhhhhhhhhhhhhhhhhhhkhkhhhkkhkhkkkxkx
PUMODO17 PU ADDR=C1, X
ANS=CONT, X
PUTYPE=2
LUMODO17 LU LOCADDR=2, X
MODETAB=ISTINCLM, X
USSTAB=ISTINCDT, X
PACING=1
EE R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R
* *
* Model for IDBLK X'056' - AS/400 *
* *

B R R Rk R R R R R o kR R R R R R R R R R R R R R R R R R R R R R R R

PUMODO56 PU ADDR=01, X
ANS=CONT, X
PUTYPE=2

LUMODO56 LU LOCADDR=2, X
MODETAB=ISTINCLM, X
USSTAB=ISTINCDT, X
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PACING=7

R e e e R R R T R S R S R R e R R

* *
* Model for IDBLK X'05D' - 0S/2 Communications Manager *
* *

EEE R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R

PUMODO5D PU ADDR=01, X
ANS=CONT, X
PUTYPE=2

LUMODO5D LU LOCADDR=2, X
MODETAB=ISTINCLM, X
USSTAB=ISTINCDT, X

PACING=7

You can find another example of a model major node in the QS Communications
5 SNAN o] o0 Guidd

Defining a Model Major Node for XCF

A model can be defined for dynamic XCF local SNA PUs in a model major node,
which can override the XCF default values for the operands of the PU definition
statement. Coding a TRLE operand signifies that the model is for XCF connections.
Only one model definition is in effect at a time. The first model activated is the one
used for the dynamic PUs.

For XCF dynamic PU definitions in ISTLSXCF, the name on the PU statement
defines the first 1 to 4 characters of the dynamic PU names in ISTLSXCF, followed
by an asterisk (*). The default, if just an asterisk (*) is coded for the name on the
PU statement, is ISTP. The name on the TRLE operand defines the first one to four
characters of the dynamic TRLEs in the TRL major node, followed by an asterisk
(*). The default, if just an asterisk (*) is coded on the TRLE operand, is ISTT.

The VBUILD definition statement defines this as a model major node
(TYPE=MODEL). The rest of the operands are either ignored, allowed to default, or
coded with the default value.

For more information on these operands, refer to the [z20S Communications Servert
ENAR Definiion Bar ]

The model major node shown immediately below is used to dynamically define the

switched connection depicted in [Eigure 21 on page 83.

khkhkhkhkhkhkhkhhkhkhkhhkhhhhhhhhhhhhdhhdhdhdhdhdhdhdhhdhdhhhhhhhhhhhhhhhhkhhhkhkhhhkhhhkhkhkhkkkkhxkx
* MODEL - VTAM MODEL MAJOR NODE FOR XCF *
dhkkhkhkhkhkhkhhhhhhkhhhhhhhhhhhdhhdhddhhdhhhhhhhhhhhhhhhhhhhhhkhhhhhhhhhhkhdkkhhxkx
* MODEL MAJOR NODE WITH TRLE - FOR XCF

* PU name

* TRLE name
*

MMNXCFS1 VBUILD TYPE=MODEL

RIS* PU TRLE=*

RISxXxxxxX
ISTTxxxx

Defining a PU and an LU for the Configuration Services XID Exit

Routine

The configuration services XID exit routine allows you to give VTAM information to
create dynamic representations of switched devices without disrupting a switched
network. You do not have to explicitly define a switched device to VTAM before the
device attempts to dial in.
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When an unknown device attempts to dial in:

1. If the device has a CPNAME, the exit checks for the device’s definition in the
CPNDEF definition file.

2. If the device has an IDBLK and IDNUM, the exit checks for the device’s
definition in the NIDDEF definition file.

3. If the device does not have a CPNAME, IDBLK, or IDNUM, or if the exit cannot
find a definition for the device in CPNDEF or NIDDEF, the exit invokes a name
generation function and creates the necessary PU and LU names.

Here’s a sample CPNDEF definition file for the connection shown in Eigure 21 od
, where

* A81P884A is the CPNAME of the device.

* A81P884 is the device’s physical unit name.

» MODELPU is the name of the appropriate physical unit model definition.

» A81D8841 is the device’s logical unit name.

« MODELLU is the name of the appropriate logical unit model definition.

khkkhkhkhkhkhkhkhkhkhkhkhkhkhhhhhhhhhhhhhhhhhhhhhdhdhhdhdhdhhdhhhhhhhhhhhhhhhhhhhhhkhhkkkxkx
* AB1P884A: PU AND LU NAMES
dhkkhkhkhkhkhkhkkhkhkhhkhkhhhkhhhhhhhhhhhhhhdhdhdhdhdhdhhdhdhdhhhhhhhhhhhhhhhhkhhhhhhhhhhhkdxkx
A81P884A

A81P884

MODELPU

A81D8841

MODELLU

For a sample NIDDEF file, as well as another sample CPNDEF file, see kg
E —L— 3 T ONAC —arion.

Authorized Transmission Priority for LEN Connections

In the sample model major node on page B4, AUTHLEN=YES specifies that a
session between two independent LUs through a subarea network will use the
same transmission priority for both type 2.1 LEN connections (entry and exit).
AUTHLEN may only be specified where node type 2.1 is specified and where the
connection is attempted as an APPN connection.

Limiting Sessions for Switched Resources

In the sample model major node on page B4, MAXSESS=2 specifies that the
maximum number of concurrent LU-LU sessions in which an independent LU on
MODELPU can participate is two.

Defining Subnetwork Boundaries

When the start option BN=YES is in effect, the operand NATIVE is used on the PU
definition statement to specify whether this link station represents a connection to a
native node.

The NATIVE operand on a PU definition statement specifies whether this link
station represents a connection to a native node. NATIVE=NO is used when both
nodes have the same network ID, but a subnetwork boundary is desired. Thus, in
the sample model major node on page B4, NATIVE=NO on the PU definition
statement for MODELPU indicates that MODELPU represents a connection to a
non-native node. The NATIVE operand is required on only one side of a network or
subnetwork boundary.
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Chapter 11. Network Control Program (NCP) Major Node

About This Chapter

This chapter contains sample Network Control Program major node definitions.

A Network Control Program (NCP) major node consists of the resources attached to
an NCP. The attached resources (lines, physical units, and logical units) are minor
nodes. VTAM requires the information in the NCP major node to communicate with
the NCP and its attached devices.

This chapter discusses the ways in which you can code NCP major node definitions
to aid in implementing various network configurations.

Channel-Attached NCP

To define a channel-attached NCP:

» Code one PCCU (programmed communication control unit) definition statement
for each VTAM that is to activate the NCP. It is required and defines the VTAM
functions that are provided for this NCP.

» Code one HOST definition statement for each host that activates the NCP. The
HOST statement determines the amount of data that VTAM must be prepared to
receive from the NCP over the channel.

* Code one BUILD definition statement. Information on the BUILD statement is
used primarily by the NCP.

* Code a LINE and a PU definition statement for each channel adapter.

For more information on channel-attached NCPs see the zZQS Communicationd

The following sample NCP major node illustrates how a channel-attached NCP may
be defined.

* =====> BEGINNING OF DATA SET AO3NCPB
xxkkxxkkkx  AO3NCP - NCP FOR SAMPLES NETWORK ~ SUBAREA 03  ##xsskkxx

B R R R R R R e R R R R R S R T R R R R R 2 R L

* NCP NAME:  AG3NCP *
* VER/REL: V6 R2 *
* SUBAREA: AO3  (GATEWAY: AQ3/BO3/MODEL) *
* BOX-TYPE: 3745 *
kkhkkkkhkkhkkhkkhkhkkkhhkkkhkkhkhkkhhkkhhkhkhhkkhhkkhhkkhkkhkhhkkhhkkhhkkhkkhkhkkhkhkkhhkkhkhkkhkkhkhkkkhkkkkx*
________________________ *
* | HOST | | HOST | | HOST | *
* | AI7N | |A500N | | A82N | *
*x | emememmemme memmmm——— e e ————— *
* *
* CA-1 ’ ‘ ’ CA-3 CA-5 *
* TGN=1 TGN=2 TGN=1 *
* *
E I e T *
* NETID=NETA *
* NCP AG3NCP *
* CA-7 SA=03 *
e TGN=1 |=mmmmmmmmmmmm oo *
* ‘HOST } ------- NETID=NETB MODEL *
*  |BOIN [------- SA=03 SA=31 *
X mmmmmmm e mmm e mm e e e —————— *

B R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R Rk

* LINE FUNCTION
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* == e eeeseccccccscccs s s s s s e ————-——

* 000 LEASED SDLC 9.6KB SNBU TO LINE O IN CO4NCP IN NETC

* 001 MULTIPOINT SDLC LINE - DLU'S & ILU'S

* 002 BSC LEASED LINE

* 003 MULTIDROP SUBAREA FROM AQ4NCP

* 004 MULTIDROP SUBAREA FROM AQ4NCP

* 016 LEASED 56KB SUBAREA TO LINE 48 B3INCP IN NETB

* 020 LEASED 56KB DR

* 032 LEASED SDLC 9.6KB SNBU BACKUP TO CO4NCP IN NETC

* 033 LEASED 9.6KB SUBAREA TO LINE 16 COANCP IN NETC

* 034 LEASED 9.6KB DR

* 035 LEASED 9.6KB DR

* 048 LEASED 56KB SUBAREA TO LINE 16 B3INCP IN NETA

* 052 FULL DUPLEX 56KB FRAME RELAY

* DLCI TO B3INCP 052

* 1036 FULL DUPLEX HPTSS FRAME RELAY

* DLCI TO B3INCP 1036

* 1070 ETHERNET

* 1071 ETHERNET

* NCST LU TO B3INCP

* NCST LU TO A17N

* NCST LU TO AOIN

* 1088 TOKEN RING SUBAREA AND PERIPHERAL

* SUBAREA LOGICAL TO B3INCP 1093 IN NETC (NETA,ANY)

* 1089 TOKEN RING PERIPHERAL ONLY

* 1092 TOKEN RING PERIPHERAL ONLY - DUPLICATE TIC

* 1093 TOKEN RING PERIPHERAL ONLY - DUPLICATE TIC
KAEKEKKKIKRKKRKREIRKRKRKRKRRRKRRRKRRRAKRR AR RRRkRRRkRhkkhhkkhhhkkhkkkhkhkkhkhkkkhkhkkhkhkkhkhkkkhkxk,*x
* NCP OPTIONS MACRO - MISCELLANEOUS OPTIONS *
""""""""""" KEAKKIRKRARKREIRKRAR KRR AR A AR A AR hhkhhkdhkdhhkdhhkhhkkkxx

OPTIONS NEWDEFN=(YES,ECHO)

B R R R Rt R R R R R R R o R R R R R R R R R R R R R R Rk

* VTAM PCCU MACRO - HOSTS THAT WILL ACTIVATE THIS NCP *

hkkhhkkhkkhkkhhhkkhhhhhhhhhhhhhhhhhhhhhhkhhhkhhhhhhhhhhhhhhkhhhhhhhhhkhhkhhkdhrhkdxx

APCCU1  PCCU AUTOSYN=YES,
BACKUP=YES,
CDUMPDS=CSPDUMP,
CONFGDS=CRNCKPT,
DUMPDS=VTAMDUMP,
GWCTL=SHR,
MAXDATA=4096,
MDUMPDS=MOSSDUMP,
NETID=NETA,
OWNER=A500N,
SUBAREA=500,
TGN=ANY

APCCUZ2  PCCU AUTOSYN=YES,
BACKUP=YES,
CDUMPDS=CSPDUMP,
CONFGDS=CRNCKPT,
DUMPDS=VTAMDUMP,
GWCTL=SHR,
MAXDATA=4096,
MDUMPDS=MOSSDUMP,
NETID=NETA,
OWNER=A17N,
SUBAREA=17

APCCU3  PCCU AUTOSYN=YES,
BACKUP=YES,
CDUMPDS=CSPDUMP,
CONFGDS=CRNCKPT,
DUMPDS=VTAMDUMP,
GWCTL=SHR,
MAXDATA=4096,
MDUMPDS=MOSSDUMP,
NETID=NETA,
OWNER=A82N,
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SUBAREA=82
APCCU4  PCCU AUTOSYN=YES,
BACKUP=YES,
CDUMPDS=CSPDUMP,
CONFGDS=CRNCKPT,
DUMPDS=VTAMDUMP,
GWCTL=SHR,
MAXDATA=4096,
MDUMPDS=MOSSDUMP,
NETID=NETB,
OWNER=BO1N,
SUBAREA=01

B R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R Rk

* NCP BUILD MACRO - NCP/CONTROLLER INFO

*

B R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R

AO3NCP ~ BUILD ADDSESS=500,
AUXADDR=500,
BFRS=128,
BRANCH=8000,
CATRACE=(YES,255),
CNLSQMAX=10000,
CNLSQTIM=10,

CSMSG=C3D9C9E340E2CIE340D4C5E2E2C1C7C540C6D6D940E2E24040

40C2C340E3C5D9D4CI9D5C1D3,
CWALL=26,

ENABLT0=30.0,

ERLIMIT=16,

GWSESAC=(YES,NODEFER, ,1000,500,,10,11,12,13,14,15),

HSBPOOL=6000,
IPPOOL=NCP,
IPRATE=(40,50),
LOADLIB=NCPLOAD,
LOCALT0=19.0,
LTRACE=8,
MAXSESS=250,
MAXSSCP=8,
MODEL=3745,
NAMTAB=120,
NETID=NETA,
NEWNAME=AO3NCP,
NPA=(YES,DR),
NUMHSAS=8,
OLT=YES,
PWROFF=YES,
REMOTT0=20.0,
SALIMIT=1023,

SESSACC=(YES,ALL,,1000,500,,10,11,12,13,14,15),

SLODOWN=12,
SUBAREA=03,
TRACE=(YES,100),
TRANSFR=41,
TYPGEN=NCP,
TYPSYS=MVS,
T2TIMER=(1.9,2.0,45),
USGTIER=5,
VERSION=V6R2,
VRPOOL=150,
VRTIMERO=(180, ,50),
VRTIMER1=(180,,50),
VRTIMER2=(180, ,50)

R o e e e e T T T T R R R S S R R R R R R R R L e L

* DYNAMIC CONTROL FACILITIES USED BY VTAM

KA IIKAAAAAA A A A A b bk hhhhhhdhhhhhhhhhhhhhhrhhhrhrhrrhrrhrrrk

SYSCNTRL OPTIONS=(BACKUP,
BHSASSC,
DLRID,
DVSINIT,
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ENDCALL,
LNSTAT,
MODE,
NAKLIM,
RCNTRL,
RCOND,
RDEVQ,
RECMD,
RIMM,
SESINIT,
SESSION,
SSPAUSE,
STORDSP,
XMTLMT)
khkkhkhkhkhkhkhkhkhkhkhkhkhkhhhhkhhhkhhhhkhkhhkhkhkhkhhkhhhhhhhhhdhhhdhhdhdhdhhdhhhhhhhhhhhhhhhhxkx
* NCP HOST MACRO - CHANNEL ATTACHED HOST DEFINITIONS *
dhkkhkhkhkhkhkhkhkhkhkhhkhkhkhhkhkhhhhhhhhhhhkhhhhhhdhdhhdhdhdhhdhdhdhdhdhdhhdhhhhhhhhhhhhhhhhkhxx
AL7N HOST BFRPAD=0,
INBFRS=6,
MAXBFRU=16,
NETID=NETA,
SUBAREA=17,
UNITSZ=256
A82N HOST BFRPAD=0,
INBFRS=6,
MAXBFRU=16,
NETID=NETA,
SUBAREA=82,
UNITSZ=256
A500N  HOST BFRPAD=0,
INBFRS=6,
MAXBFRU=16,
NETID=NETA,
SUBAREA=500,
UNITSZ=256
BO1N HOST BFRPAD=0,
INBFRS=6,
MAXBFRU=16,
NETID=NETB,
SUBAREA=01,
UNITSZ=256

>X X 3K > 3K X XX X X X X X X

><X > X X X >< XX X X X ><X > X X X

><X XX XX X X

R o e T R R R R R R T S R R R R R e 2

* CHANNEL ADAPTER DEFINITIONS *
KA K Ak hhhhhhhhhhhhhhhhhdhhhhhhhhkhhkhkhkhkhkhkhkhkhkhkhkkhkhkhhhkhdhhhdrdhdxkx
AO3CAL  GROUP LNCTL=CA, X
CA=TYPE7, X
NCPCA=ACTIVE, X

TIMEOUT=180.0

B o e T R R R R S R T S R R R e R R 2

* CA ADDR - 08 PHYSICAL PORT 1 *

B e e T T R R R R R R R R R R R R R 2

AO3CP1  LINE ADDRESS=P1, X
CASDL=420, X
INBFRS=3, X
DELAY=0.2

AO3PPIA PU  PUTYPE=5, X
TGN=1

EE R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R

* CA ADDR - 10 PHYSICAL PORT 3 *

* USED TO ESTABLISH CP-CP SESSIONS TO A500 *

* SEE ALSO MEMBER LCLO11 IN VTAMLST %

AR R AR AR AR AR AR A A A A A A Ak A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A KA A AKX Ak ko xk

AB3CP3  LINE ADDRESS=P3, X
CASDL=420, X
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INBFRS=3, X

DELAY=0.2
AO3PP3A PU  PUTYPE=2, X
CONNTYPE=APPN, CPCP=YES
dhkkhkhkhkhkhkhkhkhkhhhhkhhhhhhhhhhhhhhdhdhdhdhdhdhdhdhhdhhhhhhhhhhhhhhhhhhhhhhhhhkhkdkkdxkx
* CA ADDR - 00 PHYSICAL PORT 5 *
* USED TO ESTABLISH CP-CP SESSIONS TO A82 *
* SEE ALSO MEMBER LCLO13 IN VTAMLST *
ER R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R *
AO3CP5  LINE ADDRESS=P5, X
CASDL=420, X
INBFRS=3, X
NETID=NETA, X
DELAY=0.2
AO3PPSA PU  PUTYPE=2, X
CONNTYPE=APPN, CPCP=YES
dhkkhkhkhkhkhkhkkhkhkhhkkhhhhhhhhhhhhhdhdhhdhdhdhhdhdhdhhdhhhhhhhhhhhhhhhhhhhhhkhhhhhhkhkdxkx
* CA ADDR - 02 PHYSICAL PORT 7 *
dhkkhkhkkhkhkhhkhhhhhhhhhhhhhhhhhhddhhhdhdhdhdhhhdhhhhhhhkhhhkhhhhhhhhhhhhdrhhhhkhdxkx
AO3CP7  LINE ADDRESS=P7, X
CASDL=420, X
INBFRS=3, X
NETID=NETB, X
DELAY=0.2
AO3PP7TA PU  PUTYPE=5, X
TGN=1
khkkkkhkkhkhkhkkkhhhkkhkhkhkkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhhkhkhhhhkhhhhhhhhhhhhhhhhhhhhhhhhhkkkhkkxkx
* NON-NATIVE NETWORK DEFINITIONS FOR NETB *
khkkhkhkhkhkhkhkhkkhkhhkhkhhhhhhhkhhhkhkhkhkhhhhhhhhhdhhdhdhhhdhdhhdhhhhhhhhhhhhhhhhhhkkkhkkxkx
NETB NETWORK SUBAREA=03,SALIMIT=2047,NETID=NETB, *

VRTIMERO=(180,,50),VRTIMER1=(180,,50) ,VRTIMER2=(180,,50)

GWNAU NETID=NETA,NAME=AO1N,NUMSESS=5,ELEMENT=1

GWNAU NETID=NETA,NAME=AO2N,NUMSESS=5,ELEMENT=2

GWNAU NETID=NETA,NAME=A17N,NUMSESS=5,ELEMENT=3

GWNAU NETID=NETA,NAME=A81N,NUMSESS=5,ELEMENT=4

GWNAU NETID=NETA,NAME=A500N,NUMSESS=5,ELEMENT=5

GWNAU NETID=NETC,NAME=CO1N,NUMSESS=5,ELEMENT=6

GWNAU NETID=NETA,NAME=A82N,NUMSESS=5,ELEMENT=7

GWNAU NUMADDR=600

R e e e T R T T T R S R S S R L S R E R L L L

* PATH DECK FOR NON-NATIVE NETB *
AR AR R AR AR AR A A A A Ak A A Ak Ak A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A ATk hh**
PATH DESTSA=1,
ERO=(1,1),ER2=(1,1),ER4=(1,1),ER6=(1,1),
ER1=(31,1),ER3=(31,1),ER5=(31,1) ,ER7=(31,1),
VRO=0,
VRPWS00=(1,3) ,VRPWSO1=(1,3),VRPWS02=(1,3),
VR1=1,
VRPWS10=(2,6) ,VRPWS11=(2,6),VRPHS12=(2,6),
VR2=2,
VRPWS20=(2,6) , VRPWS21=(2,6) , VRPHS22=(2,6) ,
VR3=3,
VRPWS30=(2,6) , VRPWS31=(2,6) , VRPWS32=(2,6),
VR4=4,
VRPWS40=(3,9) , VRPWS41=(3,9) , VRPWS42=(3,9),
VR5=5,
VRPWS50=(3,9) , VRPWS51=(3,9) , VRPWS52=(3,9) ,
VR6=6,
VRPWS60=(3,9) , VRPWS61=(3,9) , VRPWS62=(3,9),
VR7=7,
VRPWS70=(3,9) , VRPWS71=(3,9) , VRPWS72=(3,9)
PATH DESTSA=31,

ERO=(31,1),ER2=(31,1) ,ER4=(31,1) ,ER6=(31,1),
ER1=(31,1),ER3=(31,1),ER5=(31,1) ,ER7=(31,1),
VRO=0,
VRPWS00=(1,3) ,VRPWSO1=(1,3),VRPWS02=(1,3),
VR1=1,

EE I TR T R R R N G R R

* %k ok %k X X
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VRPWS10=(2,6) ,VRPWS11=(2,6) ,VRPWS12=(2,6),
VR2=2,
VRPWS20=(2,6) , VRPWS21=(2,6) ,VRPWS22=(2,6) ,
VR3=3,

VRPWS30=(2,6) ,VRPWS31=(2,6) ,VRPWS32=(2,6),
VR4=4,

VRPWS40=(3,9) ,VRPWS41=(3,9) ,VRPWS42=(3,9),
VR5=5,

VRPWS50=(3,9) ,VRPWS51=(3,9) ,VRPWS52=(3,9),
VR6=6,
VRPWS60=(3,9) , VRPWS61=(3,9) ,VRPWS62=(3,9),
VR7=7,
VRPWS70=(3,9) , VRPWS71=(3,9) ,VRPWS72=(3,9)

PATH DESTSA=(75,1028,1027),

ERO=(31,1) ,ER2=(31,1),ER4=(31,1) ,ER6=(31,1),
ER1=(31,1),ER3=(31,1),ER5=(31,1) ,ER7=(31,1),
VRO=0,
VRPWS00=(1,3),VRPWSO1=(1,3),VRPWSO2=(1,3),
VR1=1,

VRPWS10=(2,6) ,VRPWS11=(2,6) ,VRPWS12=(2,6),
VR2=2,
VRPWS20=(2,6) , VRPWS21=(2,6) ,VRPWS22=(2,6) ,
VR3=3,

VRPWS30=(2,6) ,VRPWS31=(2,6) ,VRPWS32=(2,6),
VR4=4,

VRPWS40=(3,9) ,VRPWS41=(3,9) ,VRPWS42=(3,9),
VR5=5,

VRPWS50=(3,9) ,VRPWS51=(3,9) ,VRPWS52=(3,9),
VR6=6,

VRPWS60=(3,9) ,VRPWS61=(3,9) ,VRPWS62=(3,9),
VR7=7,

VRPWS70=(3,9) ,VRPWS71=(3,9) ,VRPWS72=(3,9)

L I R T R R R

L I T R T R N T N R

khkkhkhkkhkhkhkhkhkhkhhkhkhkhhhhhhhhhkhhhhhhhhhhhdhdhhdhdhdhdhdhhdhhhhhhhhhhhhhhhkhhhhkhkhhkkhxkx
* NCP GENEND MACRO - END OF GEN *
dhkkhkhkhkhkhkhkhkhkhkhhkkhhhhhhhhhhhhhhhhhdhddhdhdhdhdhdhdhdhhdhhhhhhhhhhhhhhhhhhdhhhhhkkdxkx
GENEND  GENEND

END
« =====> END OF DATA SET AO3NCPB

NCP-Attached Switched Peripheral PUs

Switched peripheral PUs attached to an NCP are defined by VTAM with an NCP
major node and a switched major node. Consider, for example, the configuration
shown in .

The NCP major node NCP3AB7 defines two switched line groups, as shown in the

SWPUAIO1

SSCP1A NCP3AB7 DI SWPUADO2
' AN SWPUADO3

ELEL

Figure 22. NCP-Attached Switched Peripheral PUs

following excerpt:

R o o e R R R T S R R R R S S R L R R R L
*

* AUTO-DIAL GROUP
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*

* DIAL IN/OUT; PUTYPE=(1,2)

*

B R R 2 T S A R A2 X ST T T

*

GP3AAIO1 GROUP LNCTL=SDLC,DIAL=YES,TYPE=NCP,POLLED=YES, X
CLOCKNG=EXT,DUPLEX=HALF,SPEED=9600

LN3AAIOI LINE ADDRESS=03B,CALL=INOUT,AUT0=23

P3AAIO1 PU PUTYPE=(1,2) ,MAXLU=10

Sk ok ook ook ok ook ok ke ok ko ke ok ok ook ok e o ko ke ko ko ok ke ko
AUTO-DIAL GROUP

DIAL OUT; PUTYPE=(2.1)

* %k X X %

e e oo ook oo e e e e e Rk e ek ko

*

GP3AADO2 GROUP LNCTL=SDLC,DIAL=YES,TYPE=NCP,POLLED=YES, X
CLOCKNG=EXT,DUPLEX=HALF,SPEED=9600

*

LN3AADO2 LINE ADDRESS=03E,CALL=0UT,AUT0=20

*

P3AADOZ2 PU PUTYPE=2,MAXLU=10

*

The GROUP statement defines common characteristics for all the NCP-attached
links and devices that are defined under it. For switched connections, DIAL=YES
must be specified on the GROUP statement.

The LINE statement identifies the switched SDLC link. ADDRESS provides the
relative line number of the line. CALL specifies whether VTAM, the device, or both
can set up switched connections over the line.

On the PU statement, no keywords need to be specified. This PU statement
represents a "dummy” PU (PUX); the actual values for the PU are coded in the
switched major node. The function of the PUX is to reserve the network address for
the actual switched PU. If you decide to specify the PUTYPE on the PUX (as in this
example), it must match the PU type of the switched PU.

The corresponding switched major node, which defines the PUs, the paths to the
PUs, and any LUs associated with the PUs, is shown and discussed in

Switched SDLC Subarea Connection

One type of VTAM-to-VTAM NCP connection uses switched SDLC links between
two communication controllers. This type of connection is called switched SDLC
subarea connection.

The figure below shows switched SDLC connections between communication
controllers A04 and A31.
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A02 A81

VTAM VTAM

SA ICN

A04 A31

Switched SDLC Link

NCP NCP

SA=310

Figure 23. NCP-to-NCP Switched SDLC Connections. Host AO2 is a subarea node (SA). Host
A81 is an interchange node (ICN).

The VTAM at each end of the connection must define both of the following:
* A switched major node
* An NCP major node.

The switched major node definitions for the above configuration are found in

ESwitched SDI C Subarea Connection” on page 124. The corresponding NCP major

node definitions are given below.

Defining an NCP Major Node for NCP A04

Group name AO4GINN3 matches the one in the PATH definition statement in the
switched major node for NCP A04 on page 24

B R R e e e R T R R R R R R R T R R T R R R R R

* NCP NAME: AO4NCP *

B e e e R T R R R R T R R R S R R R 2

* SDLC SUBAREA LINES - 9.6 KBPS LINK - TGN=1 - SWITCHED CONNECTION *

* CONNECT TO A31INCP LINE 003 OR 035 THROUGH 9.6 K MODEMS *
* - FOR LINE 003 IN A3INCP USE SWITCHED MAJOR NODE A02SADO3 *
* - FOR LINE 035 IN A3INCP USE SWITCHED MAJOR NODE AG2SAD35 *

R R o e e T R R R R R R R T R R R R

AO4GINN3 GROUP ACTIVT0=300.0,
DIAL=YES,
LNCTL=SDLC,
PUTYPE=4,
SDLCST=(S04PRI,SO4SEC),
TGCONF=MULTI,
TYPE=NCP

A04503 LINE ADDRESS=003,
AUTO0=010,
BRKCON=CONNECTO,
CALL=INOUT,
CLOCKNG=EXT,
DUPLEX=FULL,
MLTGPRI=30,
SPEED=9600

A04PUO3 PU PUTYPE=4

A04S35  LINE ADDRESS=035, *

* ok 3k X X F

* %k Sk 3k X X F
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AUTO0=042,
BRKCON=CONNECTO,
CALL=INOUT,
CLOCKNG=EXT,
DUPLEX=FULL,
MLTGPRI=30,
SPEED=9600
A04PU35 PU PUTYPE=4

EE

R e e R R R T S R e R R R R R L

Defining an NCP Major Node for NCP A31

Group name A31GINN3 matches the one in the PATH definition statement in the
switched major node for NCP A31 on page f2g.

khkkhkkhkhkhkhkhkhkhhhkhkhhhkhkhkhkhkhkhkhkhkhhkhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhkhhhhkhkhkhkhkkxkx
« NCP NAME:  A3INCP
* SDLC SUBAREA LINES - 9.6 KBPS LINK - TGN=1 - SWITCHED CONNECTION
* CONNECT TO AO4NCP LINE 003 OR 035 THROUGH 9.6 KBPS MODEMS
* - FOR LINE 003 IN AG4NCP USE SWITCHED MAJOR NODE A81SADO3
* - FOR LINE 035 IN AO4NCP USE SWITCHED MAJOR NODE A81SAD35
B R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R
A31GINN3 GROUP ACTIVT0=420.0,
DIAL=YES,
LNCTL=SDLC,
PUTYPE=4,
SDLCST=(S31PRI,S31SEC),
TGCONF=MULTI,
TYPE=NCP
A31S03 LINE ADDRESS=003,
AUT0=010,
CALL=INOUT,
CLOCKNG=EXT,
DUPLEX=FULL,
MLTGPRI=30,
SPEED=9600
A31PUO3 PU  PUTYPE=4
A31S35 LINE ADDRESS=035,
AUT0=042,
CALL=INOUT,
CLOCKNG=EXT,
DUPLEX=FULL,
MLTGPRI=30,
SPEED=9600
A31PU35 PU  PUTYPE=4

* ok ok X X
EE EE I

* 3k X X X F

EE R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R

Connecting Multiple Networks using SNA Network Interconnection

To interconnect subarea networks, at least one gateway NCP is required. The
gateway NCP performs the address translation necessary for cross-network session
traffic.

To illustrate how a gateway NCP is defined, consider NCP A03 in the network
depicted in Elgumo_an_pa.ge_ad The NCP major node for A03, as shown on page
B, specifies the GWCTL and NETID operands on the PCCU definition statements,
thereby defining the NCP as a gateway NCP. The NETID operand on the BUILD
definition statement specifies NETA as A03’s native network. The NETWORK
definition statement defines NETB as the network identifier of the non-native
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network (the network attached to the gateway NCP). The GWNAU definition
statements that follow the NETWORK statement define cross-network CDRMs to
the non-native network. Finally, the PATH definition statements that follow those
GWNAU statements define routes for NETB that originate in the gateway NCP
subarea.

For sample CDRM major nodes used in SNA network interconnection, see

Attaching Peripheral Nodes to VTAM using NTRI

NCP/Token-Ring Interconnection (NTRI) is an NCP function that allows a
communication controller to attach to the IBM Token-Ring Local Area Network and
that provides both subarea and peripheral node DLC services in the SNA network.
In this section we discuss the peripheral node DLC services that NTRI provides to
VTAM.

You implement this type of connection by defining both of the following:
* switched major node
* NCP major node.

The switched major node defines the peripheral nodes and associated logical units
that are attached to the token ring.

The NCP major node defines both physical and logical resources:

» The token-ring interface coupler (TIC) connection for NTRI support is defined as
a physical connection in a GROUP definition statement specifying
ECLTYPE=PHYSICAL.

» The peripheral nodes that are attached to the token ring are defined as logical
connections in a GROUP definition statement specifying ECLTYPE=LOGICAL.

The name specified for GRPNM (group name) in the PATH definition statement of

the switched major node must match the name of the logical group definition in the
NCP major node.
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AO2N A81N

VTAM VTAM1
A31 A04
NCP NCP

Token Ring

Figure 24. Peripheral Node Attachment to VTAM using NTRI

In the configuration illustrated in m the communicating VTAMs AO02N and
A81N are defined as type 2.1 peripheral nodes to each other and are attached to
the token-ring network through NCP A31 and NCP A04.

The samples shown below are the logical line groups defined by the NCP major
nodes for this configuration. For the sample switched major nodes used for this

same conflguratlon see INCP/Token-Ring Intercannection (NTRI) for Peripheral

khkkkkhkhkhkhkhkhkkhhhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhhkhhhhkhhhhhhhhhhhhhhhhhhhhhhkhhhkhkhhhkhhkkhxkx
« NTRI PERIPHERAL LOGICAL LINES - USED WITH A31TR89 *
khkkhkhkhkhkhkhkhkhkhkhhkhkkhhhhhhhkhhhkhhhhhhhhdhhhdhdhhdhhhhhhhhhhhhhhhhhhkhhhkhhhhkhkhkkhkkxkx
AO4BNNG1 GROUP ANS=CONTINUE, CONTINUE IF HOST LOST

AUTOGEN=20, NUMBER OF DEVICES ON THE LAN

CALL=INOUT, CONNECTION OPTIONS

ECLTYPE=LOGICAL,

ISTATUS=ACTIVE,

MODETAB=AMODETAB,

NPACOLL= (YES,EXTENDED),

PHYPORT=2, ASSOCIATE WITH PHYSICAL PORT

RETRIES=(10,10,10,10),

SRT=(100, 10, YES),

USSTAB=AUSSTAB,

XMITDLY=NONE

* %k 3k X X ok 3k X X X F

Jeok kK Ko ok ko ok ko ok ok ok T ok ok ok ok ok o ok ok ok o ok ok ok ok o o ok ok o ok ok o ok ok ok ok K *

* NTRI PERIPHERAL LOGICAL LINES *
* USED WITH A31TR88, A31TR89, A31TR92, AND/OR A31TR93 *
oS o o e ok e e ok
A31BNNG1 GROUP ANS=CONTINUE, CONTINUE IF HOST LOST
AUTOGEN=20, NUMBER OF DEVICES ON THE LAN
CALL=INOUT, CONNECTION OPTIONS
ECLTYPE=LOGICAL,
ISTATUS=ACTIVE,
MODETAB=AMODETAB,
NPACOLL=(YES,EXTENDED),

* Ok X X X ok

Chapter 11. Network Control Program (NCP) Major Node 97



PHYPORT=NONE, ASSOCIATE WITH PHYSICAL PORT *
RETRIES=(10,10,10,10), *
USSTAB=AUSSTAB, *
XMITDLY=NONE

Connecting to a Connection Network using NTRI

VTAM can connect to a connection network on a token ring LAN through the NCP
Token Ring interconnection (NTRI). An NCP can define multiple token ring
connections for connection network in a single major node. These multiple
connections can be to the same token ring or different token rings.

Note: NCP Version 7 Release 1 is required for NCP/Token-Ring interconnection
support of connection network.

To define a connection to a connection network, include the following in the NCP
major node:

* The GROUP statement for the NTRI physical lines must specify
ECLTYPE=PHYSICAL. VTAM uses the ECLTYPE operand to detect lines used
for peripheral devices connected through NTRI.

* The VNNAME operand must be coded on either the LINE or GROUP definition
statements. VNNAME specifies a 1-17 character network-qualified CPNAME for
the connection network. If VNNAME is coded on the GROUP definition
statement, it sifts down to all the subordinate LINE statements.

* The VNGROUP operand must be coded on either the LINE or GROUP definition
statements. VNGROUP specifies the name of the logical GROUP containing
dial-out links through the connection network named on the VNNAME operand. If
VNGROUP is coded on the GROUP definition statement, it sifts down to all the
subordinate LINE statements.

The following sample code from an NCP major node definition illustrates NCP
connection network support through NTRI.

*

* TOKEN RING PERIPHERAL PUS

* (PHYSICAL GROUP/LINES/PUS)

*

K o o o - -

*

GP4ATRP1 GROUP ECLTYPE=PHYSICAL,LNCTL=SDLC,DIAL=NO, X

PUTYPE=1,XID=NO,ANS=CONTINUE,PUDR=NO

*

LN4ATR10 LINE ADDRESS=010,PORTADD=01,L0CADD=40004A000010,CAPACITY=4M, X
LANNAME=TOKBUSO1,VNNAME=NETB.VN1,VNGROUP=GP4ATR10

*

PA4ATR1O PU ADDR=01,PUTYPE=1,ANS=CONTINUE

*

If CP-CP sessions are desired between two nodes on the connection network, you
must define a switched major node at the calling node. This switched major node
should define a PU for any node on the connection network that the calling-out
node is to call. Since DYNPU=YES is enforced automatically when a session is
established through the connection network, it is not necessary for DYNPU=YES to
be coded by the called nodes.
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NCP Type 2.1 Switched SDLC Casual Connection

In this section the two samples describe a type 2.1 casual connection between two
NCPs over a switched SDLC link. In this context, a casual connection occurs when
you define the two VTAM-NCP combinations as type 2.1 peripheral nodes to each
other (PUTYPE=2 and XID=YES on the PU definition statement).

In this configuration, VTAM AO2N is channel-attached to NCP A04 and VTAM A81N
is channel-attached to NCP A31. There are two switched SDLC connections
between NCP A04 and NCP A31. For a picture of this type of configuration (albeit
with one switched connection, instead of two), see

Each VTAM must define one NCP major node and two switched major nodes (one
for each connection). The switched major node definitions are in

Bwitched SDI C Casual Connection” an page 132, The relevant parts of the NCP

major node definitions are below.

Note: The names of the logical line groups in the NCP major node must match the
names specified by the GRPNM operand in the PATH statement of the
switched major nodes.

B o e e e T T R T R T S R R R R S S R L S L R L e

* CASUAL CONNECTION OVER SWITCHED LINE
« CONNECT TO A3INCP LINE 004 OR LINE 036 THROUGH SWITCHED MODEMS
* - FOR LINE 004 IN A3INCP USE SWITCHED MAJOR NODE A02CCNO4
* - FOR LINE 036 IN A3INCP USE SWITCHED MAJOR NODE AO2CCN36
dhhkhkhkhkhkhkhkhkhkhkhkhhhkhkhhhkhhhhhhhhhhhhhhhhhdhdhdhddhhdhdhdhhdhhdhhhhhhhhhhhhhhhhhdhdxkx
AQACCNG1 GROUP CALL=INOUT,

DIAL=YES,

LNCTL=SDLC,

REPLYTO=3,

TYPE=NCP,

XMITDLY=23.5
AG4CCNO4 LINE ADDRESS=(004,HALF),

AUT0=011,

CALL=INOUT,

CLOCKNG=EXT,

DUPLEX=HALF,

PAUSE=1.0,

ROLE=NEG
AGAPCO4 PU  AVGPB=140,

PUTYPE=2,

XID=YES
AO4CCN36 LINE ADDRESS=(036,HALF),

AUT0=043,

CALL=INOUT,

CLOCKNG=EXT,

DUPLEX=HALF,

PAUSE=1.0,

ROLE=NEG
AO4PC36 PU  AVGPB=140,

PUTYPE=2, *

XID=YES

B o e R T R R R R R R S

* CASUAL CONNECT OVER SWITCHED LINE *
« CONNECT TO AGANCP LINE 004, OR LINE 036 THROUGH SWITCHED MODEMS *
* - FOR LINE 004 IN AGANCP USE SWITCHED MAJOR NODE A81CCNO4 *
* - FOR LINE 036 IN AOANCP USE SWITCHED MAJOR NODE A81CCN36 *
dhkhkhkhkhkhkhkhkhkhkhkhkhhkhkhhhkhhhhhhhhhhhhhhhhhhddhdhddhdhdhdhhdhdhdhhdhhhhhhhhhhhhhhdrdhdxx
A31CCNG1 GROUP DIAL=YES,CALL=INOUT,

LNCTL=SDLC,

REPLYTO=3,

TYPE=NCP,

*
*
*
*

* ok X X

* % * ok X % 3k %

EEE

*

* % kX
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XMITDLY=23.5

A31CCNO4 LINE ADDRESS=(004,HALF),
AUTO=011,
CALL=INOUT,
CLOCKNG=EXT,
DUPLEX=HALF,
PAUSE=1.0,
ROLE=NEG

A31PC41 PU AVGPB=140,
PUTYPE=2,
XID=YES

A31CCN36 LINE ADDRESS=(036,HALF),
AUTO=043,
CALL=INOUT,
CLOCKNG=EXT,
DUPLEX=HALF,
PAUSE=1.0,
ROLE=NEG

A31PC361 PU AVGPB=140,
PUTYPE=2, *
XID=YES

L * % L T T

*

Type 2.1 Channel Connections between APPN Nodes

100

Type 2.1 channel connections can be used to connect two network nodes, or a
network node and an end node. The following example shows how to connect an
NCP in a composite network node to a network node, as depicted in

To define this type of connection, you must define the following:
* Local SNA major node
* NCP major node

The local SNA major node resides at the VTAM network node and the NCP major
node resides at the VTAM host in the composite network node. Code PUTYPE=2
and XID=YES on the PU definition statement in the local SNA major node to define
a peripheral type 2.1 node. Similarly, code PUTYPE=2 and XID=YES on the PU
definition statement in the NCP major node to define a peripheral type 2.1 node.

To allow CP-CP sessions to be established between the two nodes,
CONNTYPE=APPN and CPCP=YES must specified on the both of those PU
definition statements, unless CONNTYPE=APPN and CPCP=YES have been
specified as start options.

The CP-CP sessions are established through the NCP by activating the local SNA
major node from the network node and the line for the 2.1 channel from the VTAM
composite node.

The following sample is taken from the NCP major node for this connection. The
corresponding local SNA major node definition is found in E

* LOCALSNA GROUPS
*
* DEFINITIONS FOR CHANNEL ATTACHED PU 2.1 (LOCAL SNA)

GRP3AAA1 GROUP LNCTL=CA,CA=TYPE5,NCPCA=ACTIVE

LN3AAA1 LINE ADDRESS=04,TIMEOUT=840.0,CASDL=420.0,TRANSFR=255, X
INBFRS=128,ANS=CONT

P3A21AA1 PU PUTYPE=2,0WNER=SSCP1A,XID=YES, X
CONNTYPE=APPN, CPCP=YES ,AUTHLEN=YES
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Defining 3174 Polling Addresses

For a PU that is to be dynamically reconfigured, you can specify 3174 group
addresses for PUs that are attached to peripheral nodes on a nonswitched SDLC
link and that are to be dynamically reconfigured. Use of this dynamic reconfiguration
capability requires, at a minimum, NCP V6R2.

GP3174=A1 on the NCP major node’s PU definition statement specifies, in
hexadecimal, the group poll address.

R R e e e e e R T T R e e S R e S L e R L e R L e L L e L L *
* NCP NAME: B75NCP *
KA AIAAIAA A A Ak hhhkhhhhhhhhhhhhhhhhhhhhhhrhhrhrrhrhrrrrrhrdx kkhkkhkhkkhkhhkhhhkhhkx

* LINE 016 - NORMAL GROUP POLL LINE WITH GP3174=A1 -- 3174#8 (FULL) =

EEEE R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R

GRPOLL ~ GROUP LNCTL=SDLC, *
DIAL=NO,
GP3174=A1

B75S16  LINE ADDRESS=(016,FULL), *
CLOCKNG=EXT, *
DUPLEX=FULL, *
MODULO=8, *
PAUSE=2.0, *
MODETAB=NRFLOG, *
NRZI=NO, *
TRANSFR=20, *
USSTAB=AUSSTAB

* 3174 CONTROL TERMINALS

B75P16C1 PU ADDR=C1, *
PUTYPE=2

B75L161A LU LOCADDR=2, *
PACING=0

B75L161B LU LOCADDR=3, *
PACING=0

* PS2N60

B75P16C2 PU ADDR=C2, *
PUTYPE=2

B75L162A LU LOCADDR=2, *
PACING=3

B75L162B LU LOCADDR=3, *
PACING=3

B75L162C LU LOCADDR=4, *
PACING=3

B75L162D LU LOCADDR=5, *
PACING=3

* PS2N50

B75P16C3 PU ADDR=C3, *
PUTYPE=2

B75L163A LU LOCADDR=2, *
PACING=0

* PS2N51

B75P16C4 PU ADDR=C4, *
PUTYPE=2

B75L164A LU LOCADDR=2, *
PACING=0

B e e e R R R R R S R e S R R R R R 2

Defining Retry Values

For a PU that is to be dynamically reconfigured, you can specify the time interval
between retry sequences and the number of retry sequences for error recovery
attempts made when problems occur during transmission over a link. Use of this
dynamic reconfiguration capability requires, at a minimum, NCP V6R2.
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In the RETRIES operands, 3 is the time interval in seconds between retry
sequences and 5 is the number of retry sequences to be made.

Note: Dynamic reconfiguration of retry values on a nonswitched SDLC line does
not allow you to specify the number of retries within each retry sequence.

B R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R

* NCP NAME: B75NCP *
e o e o ke ok oo ko ok ko ook ok ok ok koo ko ek ok oo ek ook ek ke ok ok
* LINE 075 - SWITCHED 3276 USING V25BIS=SS *
* SWITCHED MAJOR NODE IS Vv25SDLC, LU IS B75L751A *
Fk R AR KA KRR AR AR AR A E R F R KA H A F KA AR KA AR KA KA KA A A KR KKK kR kKA
GV25BIS GROUP DIAL=YES, *
LNCTL=SDLC, *
REPLYTO=3, *
TYPE=NCP, *
USSTAB=HELLO, *
V25BIS=(YES,DLSDLC), *

XMITDLY=23.5

B75S75 LINE ADDRESS=075,
AUTO=YES,
CALL=INOUT,
CLOCKNG=INT,
DUPLEX=HALF,
PAUSE=1.0,
REDIAL=(,3,5),
RETRIES=(,3,5),
RING=YES,
SPEED=2400,
V25BIS=(YES,DLSS)

B75P751 PU  AVGPB=140, *
PUTYPE=(1,2)

B R R R R R R R R R R R R R R R R R R R R R R R R R R R R R

L R T R

Dynamic Reconfiguration of PUs on a Frame Relay Line

Dynamic reconfiguration of PUs enables you to dynamically add and delete type 1
physical units to and from an NCP frame relay line. It also allows you to
dynamically add and delete NCP FRSESET (frame relay switching equipment set)
definition statements.

Use of dynamic reconfiguration requires, at a minimum, NCP V6R2.

Cco4 B75

Figure 25. Dynamic reconfiguration of PUs on a frame relay line

Refer to the for
information about the NCP definition statements that are validated by VTAM in

association with dynamic reconfiguration for NCP frame relay resources.

Defining a Frame Relay Line for NCP C04

FRELAY=PHYSICAL on the GROUP definition statement indicates that this is a
frame relay physical line.
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The SUBPORTS operand on the FRSESET definition statement specifies this line’s

primary frame relay PU type 1 partners and their optional backups.

The PU definition statements define the characteristics of the PU partners.

Note that there are no LU definition statements coded for frame relay lines.

B R R R R R R R Rk Rk ok ok ok o ko o o o o o o o

x NCP NAME:  COANCP *
khkkkkkkhkkhkkkhhhkkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhhkhhhhkhhhhhhhhhhhhhhhhhhhhhhkhhhkhkhhhkkhhkkkxkx
* FRAME RELAY PHYSICAL GROUP - FULL DUPLEX *
khkkhkhkhkhkhkkhkkhkhhkhkkhhhhhhhkhhhhkhhhdhhhdhdhhdhdhdhhdhhdhhhhhhhhhhhhhhhhhhhkhhhhkhhkkhkkxkx
CO4FRGP1 GROUP FRELAY=PHYSICAL, X
ISTATUS=ACTIVE, X
TYPE=NCP
hhkkhkhkhhkhkhhhhhhhhhhhhhhhhhhhhhdhhhhhhhhhhhkhkhkhkhhkhkhkhkhkhkhkhkhkhkhkhkhhhhdrhhhdhhdxkx
* FRAME RELAY PHYSICAL LINE 16 - FULL DUPLEX 56 KB *
* - CONNECTION TO B75NCP LINE 048 *
khkkhkhkhkhkhkhkhkhkhkhhkhkhhhhhhhhhhhhhhhhhdhdhhdhdhdhhdhdhdhhdhhhhhhhhhhhhhhhhhkhkhhhkhhkkkxkx
C04F16  LINE ADDRESS=(016,FULL), %
MAXFRAME=2106, *
CLOCKNG=EXT, *
NRZI=NO, *
SPEED=56000
C04P16 PU  LMI=(ANSI,PRI),
SPOLL=6,
ERRORT=(3,4),
TIMERS=(10,15)
CO4P16A PU  ADDR=50
C04P16B PU  ADDR=51
CO4P16C PU  ADDR=60
* FRSE PU TO BE ADDED USING VTAM 4.1 PERM DR
«CO4P16D PU  ADDR=52
R R R R R L e L L L L R e S e XK *A K hhkhhhhhhhhhhhhhhhkhhkhk* ER R R R R T R
* FRAME RELAY PHYSICAL LINE 20 - FULL DUPLEX 56 KB %
* - CONNECTION TO B75NCP LINE 052 *
EE R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R
C04F20  LINE ADDRESS=(020,FULL), *
MAXFRAME=2106, *
CLOCKNG=EXT, *
NRZI=NO, *

SPEED=56000
C04P20  PU  LMI=(CCITT,PRI),
SPOLL=6, *
ERRORT=(3,4), *
TIMERS=(10, 15)
CO4P20A PU  ADDR=60
C04P20B PU  ADDR=61
* FRSE PU TO BE ADDED USING VTAM 4.1 PERM DR
«C04P20D PU  ADDR=62
EE R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R
« FRAME RELAY PHYSICAL LINE 1028 - FULL DUPLEX HPTSS *
* - CONNECTION TO B3INCP LINE 1036 *
dhkkhkhkkhkhkhkhkhkhhhkkhhhhhhhhhhhhhdhdhdhdhdhhdhdhdhhdhhhhhhhhhhhhhhhhhhhhhhhhhhhkkdxkx
C04F1028 LINE ADDRESS=(1028,FULL),
MAXFRAME=2106,
CLOCKNG=EXT,
NRZI=NO,
SPEED=1544000
C04P1028 PU  LMI=(CCITT,SEC),
SPOLL=6, *
ERRORT=(3,4), *
TIMERS=(10, 15)
CO4P28A PU  ADDR=1F
C04P28B PU  ADDR=2F
C04P28C PU  ADDR=50
* FRSE PU TO BE ADDED USING VTAM 4.1 PERM DR

* %k X X
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*C04P28D PU ADDR=3F

B
* FRSESET DEFINITIONS *
Kok AR AR KA KA AR F R K AT A A AR A AT H R KA KA R AR A AR F A KA KA KA H AR KKK AT A A KKK AR Kkkk
PVCSET1 FRSESET SUBPORTS=(C04P28A,C04P16A,,C04P20A)

PVCSET2 FRSESET SUBPORTS=(C04P28B,C04P16B,,C04P20B)

PVCSET3 FRSESET SUBPORTS=(C04P28C,C04P16C)

* FRSESET TO BE ADDED USING VTAM 4.1 PERM DR

*VCSET3 FRSESET SUBPORTS=(C04P28D,C04P16D,,C04P20D)

EE R R R R R R e R R R R R R R T S R R R R R R R R R

Defining a Frame Relay Line for NCP B75

FRELAY=PHYSICAL on the GROUP definition statement indicates that this is a
frame relay physical line.

The SUBPORTS operand on the FRSESET definition statement specifies this line’s
primary frame relay PU type 1 partners and their optional backups.

The PU definition statements define the characteristics of the PU partners.

Note that there are no LU definition statements coded for frame relay lines.

B R R R R R R R R R R R R R R R R R R R R R R R R R

* NCP NAME: B75NCP *
e e o o ook o ook o o o ok ok oo ok e o ok e ok
* FRAME RELAY PHYSICAL GROUP - FULL DUPLEX *
e s e o ook o o e ok e ok ek ek
B75FRGP1 GROUP FRELAY=PHYSICAL, X

ISTATUS=ACTIVE, X

TYPE=NCP, X

XMONLNK=YES
dhkkhkhkhkhkhkhkhkhkhkhhkhkhhhhhhhhhhhhhhdhhdhdhdhdhdhhdhdhdhhdhhhhhhhhhhhhhhkhhhhhhhhdrhhdxkx
« FRAME RELAY PHYSICAL LINE 48 - FULL DUPLEX 56KB *
KhKhhhhhkhhhkhkhhhkhhhhhhhhhhhhhhhhhhdhhdhhhhhhhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhdrhhhdrhhdxkx
B75F48  LINE ADDRESS=(048,FULL),

CLOCKNG=EXT,

MAXFRAME=2106,

NRZI=NO,

SPEED=56000
B75P48 PU  ERRORT=(3,4),

LMI=(ANSI,SEC), *

SPOLL=6, *

TIMERS=(10,15)

B75P48A PU  ADDR=50
B75P48B PU  ADDR=51
* FRSE PU TO BE ADDED USING VTAM 4.1 PERM DR
*B75P48C PU  ADDR=52

B e o e e T R T R R R R T R R R R R R R e

* FRAME RELAY PHYSICAL LINE 52 - FULL DUPLEX 56KB *

B e e T R R e R R e S R R R R R e R R 2

EE

B75F52  LINE ADDRESS=(052,FULL), *
CLOCKNG=EXT, *
MAXFRAME=2106, x
NRZI=NO, x
SPEED=56000

B75P52 PU  ERRORT=(3,4),
LMI=(CCITT,SEC), *
SPOLL=6, x
TIMERS=(10,15)

B75P52A PU  ADDR=60

B75P52B PU  ADDR=61

* FRSE PU TO BE ADDED USING VTAM 4.1 PERM DR

*B75P52C PU  ADDR=62

""""""""""" R e 2 T T T T T e T

x FRAME RELAY PHYSICAL LINE 1036 - FULL DUPLEX HPTSS *
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EE R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R

B75F1036 LINE ADDRESS=(1036,FULL), *
CLOCKNG=EXT, *
MAXFRAME=2106, *
NRZI=NO, *
SPEED=1544000

B75P1036 PU  ERRORT=(3,4),
LMI=(CCITT,SEC), *
SPOLL=6, *
TIMERS=(10, 15)

B75P36A PU  ADDR=1E

B75P36B PU  ADDR=2E

* FRSE PU TO BE ADDED USING VTAM 4.1 PERM DR

*B75P36C PU  ADDR=3E

khkkhkhkhkhkhkhkhkhkhhhhkhhhkhkhkhkhkhkhkhkhkhkhkhhhhhhhhhdhhdhhhhhhhhhhhhhhhhhhhhhkhhhhkhhkhkkhxkx

« FRSESET DEFINITIONS *

e e o o o ok e o ko ko ko ko e o ek ko o ok e e ok ek ko ok
PVCSET1 FRSESET SUBPORTS=(B75P36A,B75P48A, ,B75P52A)

PVCSET2 FRSESET SUBPORTS=(B75P36B,B75P48B, ,B75P52B)

* FRSESET TO BE ADDED USING VTAM 4.1 PERM DR

*PVCSET3 FRSESET SUBPORTS=(B75P36C,B75P48C,,B75P52C)

EE R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R

X.25 NPSI Switched Subarea Short Hold Mode Connections

Two NCP subarea nodes can communicate across an X.25 packet switching data
network with the support of the X.25 NPSI program product. Both permanent virtual
circuit and switched virtual circuit connectivity options are supported. See

for a picture of a multidomain connection across an X.25 network.

VTAM1

VTAM3

Figure 26. Multidomain X.25 Configuration

X.25 switched virtual circuit (SVC) subarea communication provides connectivity
between two subarea nodes over switched virtual circuits. Short hold mode reduces
the charge for SVCs, when charging is based on the length of connected time, by
clearing the SVC during periods of inactivity and reestablishing the SVC when the
connection is required to transmit information.
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To define switched subarea short hold mode connections, resources must be
defined in an NCP major node and a switched major node on both sides of the
connection.

In the NCP major node, you must define the physical circuit and one or more
switched virtual circuits. The X25.MCH statement, which describes the physical
circuit to X.25 NPSI, must adhere to the following requirements:

» SVCINN (the number of simultaneously active switched subarea connections)

must be coded with a value equal to the number of X25.LINE statements defined
with DSTNODE=INN and TYPE=S.

* SHM=YES must be specified to permit short hold mode to be used by the
subarea switched virtual circuit.

The definition of a switched virtual circuit consists of a SNA resource set and an
X.25 resource set on both sides of the connection. The SNA resource set consists
of the following:

* An X25.LINE statement that specifies TYPE=SISWITCHED and DSTNODE-=INN,
indicating that the virtual circuit is connected to a subarea node. It also specifies
a value for the operand NCPGRP, which is the label of the NCP GROUP
statement that includes the virtual circuit.

* An X25.PU statement that specifies PUTYPE=4.

The X.25 resource set consists of an X25.VC statement that defines the virtual
circuits to X.25 NPSI.

The definition requirements for the corresponding switched major node are found on
page a1l

For an example of an NCP major node that contains definitions necessary to
establish a switched subarea short-hold mode connection, see the NCP major node
named A71SADO below. For the corresponding switched major node definition, see
page 131

B R R R Rt R R R R R R R R R R R R R R R R R R R R R R R R R Rk

* *
* A71SADO *
* *

B R R R R R R R R R R o R R R T R R R R R R R R R R R R R R R R

* *
* NCP NAME: A71SAD - NCP 11.7 *
* VER/REL: V7R1 *
* NPSI: V3R7 *
* SUBAREA: A71N *
* BOX-TYPE: 3745 *
* *
""""""""""""""""" B e T T T T Y
* NCP OPTIONS MACRO *

khkkkkkhkhkkhkhkkhhkkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhhkhkhhhkhhhhhhhhhhhhhhhhhhhhhhkhkhhkkhkkxkx
*
OPTIONS NEWDEFN=(YES,ECHO),USERGEN=(X25NPSI, FNMNDFGN)
*
dhkkhkhkhkhkhkhkhkhkhkhkhkhkhhhkhkhhhhhhhhhhhkhkhhhhhdhdhhdhdhdhhdhdhdhdhdhdhhdhhhhhhhhhhhhhhhhhkhxx
* VTAM PCCU MACRO *
dhkkhkhkhkhkhkhkhhhkhhhkhhhkhhhhhhhhhhhhhhhhhdhddhhdhdhdhdhdhdhdhdhdhdhhhhhhhhhhhhhhhhdhdhhdxx
*

APCCU1  PCCU AUTOSYN=YES,BACKUP=YES,CDUMPDS=CSPDUMP,CONFGDS=CRNCKPT, X
DUMPDS=VTAMDUMP, GWCTL=SHR ,MAXDATA=8192 ,MDUMPDS=MOSSDUMP, X
OWNER=AO1N, SUBAREA=01

*

hhA I A A I I AT I AT I A IR A A I IR I A I I A A I A A Ak hhkhhkhkhhhkhhhhhhhhhhhhhhhhhhhhhrhhrxx
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* NCP BUILD MACRO - NCP/CONTROLLER INFO *
KRR AR R AR AR AR A A A A Ak A A Ak Ak Ak A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A AKXk hhx*
*
A71SAD  BUILD ADDSESS=5, *JSB
AUXADDR=5,
BACKUP=500,
BFRS=240,
BRANCH=8000,
CATRACE=(YES,255),
CSMSG=C3D9CIE340E2CIE340DAC5E2E2C1CTC540C6D6DI4OE2E24040
40C2C340E3C5D9D4CID5C1D3,
CNLSQMAX=50000,
CNLSQTIM=60,
CWALL=26,
DYNPOOL=(79,78),
ERASE=YES,
ERLIMIT=16,
LOADLIB=NCPLOAD,
LTRACE=8,
MAXSESS=250,
MAXSSCP=8,
MAXSUBA=100,
MODEL=3745,
MXRLINE=04,
MXVLINE=60,
NAMTAB=3,
NETID=NETA,
NEWNAME=A71SAD, *JSB
NUMHSAS=100,
OLT=YES,
PWROFF=YES,
SALIMIT=255,
SLODOWN=12,
SUBAREA=71,
TRACE=(YES, 100),
TRANSFR=32,
TWXID=(E8D6EAC3C1D3D311,C2C9C7D5C3D7C3C1D3D325),
TYPGEN=NCP,
TYPSYS=MVS,
USGTIER=5,
VERSION=V7RI, NCP Version
VRPOOL=1000,
VRTIMERO=(10,10),
VRTIMER1=(10,10),
VRTIMER2=(10,10),

X25.USGTIER=5, X.25 NPSI DEFINITIONS
X25.SNAP=4000, 4K Snap Trace for DCR
X25.MCHCNT=1, 7 MCH IN THIS GENERATION
X25.PREFIX=X, ADDRESS PREFIX = 'X'
X25.MAXPIU=64K,
X25.PAHINDX=6,
X25.IDNUMH=8 1ST DIGIT OF IDNUM IN SMN
*
Khkhkhhhhkhhhkhhhhhhhhhhhhhhdhhhdhhhdhddhhdhhhhkhkhhkhkhkhkhkhkhkhkhkhkhkhkhhkhhhhkdxdhdxx
* DYNAMIC CONTROL FACILITIES USED BY VTAM *

S e ok e ok o ok ok ko ok ok ok ok ok ok ok ok o ok o ok ok o ok ok o ok ok o ok ok ok ok ok kK
*

SYSCNTRL OPTIONS=(BACKUP,BHSASSC,DLRID,DVSINIT,ENDCALL,
LNSTAT,MODE ,NAKLIM,RCNTRL,RCOND,RDEVQ,RECMD,RIMM,
SESINIT,SESSION,SSPAUSE,STORDSP,XMTLMT)

*
S e oo ook ok ok e ko R ok ok ek ek kR ko
* NCP HOST MACRO - CHANNEL ATTACHED HOST DEFINITIONS *
S e e oo ook o e o e oo ko e o ek ek ok ek ko
*
AOIN HOST BFRPAD=0, INBFRS=6,MAXBFRU=32,SUBAREA=01,

UNITSZ=256
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*
B e e e e e T R T T T e S R S L S L e S L e S 2 e L L L L T

* PATH DECK FOR NATIVE NETWORK *

Kk ek kK Kk ok KKk kK Kk kK Kk kK Kk kK Kk ke ok kK Kk ok Kk ok ok kK ok ok kKo ok ko kK ok ok ko ok K kK

*
khkkkkhkhkhkkhkhkkhhhkkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhhkhkhkhhkhkhhhkhhhhhhhhhhhhhhhhhhhhhhkhkhhkkhkkxkx
* PATH TO OWNING HOST *
khkkhkhkhkhkhkhkhkhkhkhkhkhkhhhkkhkhhhkhkhhhkhkhhkhkhkhkhkhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhxkx
*

PATH DESTSA=01,
ERO=(01,1) ,ER1=(01,1),ER2=(01,1),ER3=(01,1),
ER4=(01,1) ,ER5=(01,1) ,ER6=(01,1) ,ER7=(01,1),
ER8=(01,1),ER9=(01,1),
VRO=0,
VRPWS00=(9,200) , VRPWS01=(9,200) , VRPWS02=(9,200),
VR1=1,
VRPWS10=(9,200) ,VRPWS11=(9,200) ,VRPWS12=(9,200),
VR2=2,
VRPWS20=(9,200) , VRPWS21=(9,200) , VRPWS22=(9,200) ,
VR3=3,
VRPWS30=(9,200) ,VRPWS31=(9,200) , VRPWS32=(9,200),
VR4=4,
VRPWS40=(9,200) , VRPWS41=(9,200) , VRPWS42=(9,200),
VR5=5,
VRPWS50=(9,200) , VRPWS51=(9,200) , VRPWS52=(9,200),
VR6=6,
VRPWS60=(9,200) , VRPWS61=(9,200) , VRPWS62=(9,200),
VR7=7,
VRPWS70=(9,200) , VRPWS71=(9,200) , VRPWS72=(9,200)

PATH DESTSA=(04,02),
ERO=(04,1) ,ER1=(04,1) ,ER2=(04,1) ,ER3=(04,1),
ER4=(04,1) ,ER5=(04,1) ,ER6=(04,1) ,ER7=(04,1),
ER8=(04,1) ,ER9=(04,1),
VRO=0,
VRPWS00=(9,200) , VRPHSO1=(9,200) , VRPNSO2=(9,200)
VR1=1,
VRPWS10=(9,200) ,VRPWS11=(9,200) , VRPNS12=(9,200)
VR2=2,
VRPWS20=(9,200) , VRPHS21=(9,200) , VRPNS22=(9,200)
VR3=3,
VRPWS30=(9,200) , VRPHS31=(9,200) , VRPNS32=(9,200)
VR4=4,
VRPWS40=(9,200) , VRPWS41=(9,200) , VRPNS42=(9,200)
VR5=5,
VRPWS50=(9,200) , VRPHS51=(9,200) , VRPNS52=(9,200)
VR6=6,
VRPWS60=(9,200) , VRPHS61=(9,200) , VRPNS62=(9,200)
VR7=7,
VRPWS70=(9,200) , VRPHS71=(9,200) , VRPHS72=(9,200)
*
EE R R R R R R R e R R R R R R R R R R R R R R R R R R R R R R R R RS R R R R R R R R R R R R R S R
* NCP POOL MACROS - DYN RECONFIG & SWITCHED SDLC LINKS *
khhkkkhhkhkkhhhhhhdhhdrhhhhhhdhhdrhdrhhhhhhdhhdrhdhhhhdhhdrhdrhdhkhhhkdrhdx
*
PUDRPOOL  NUMBER=1
LUDRPOOL ~ NUMILU=5,NUMTYP1=1,NUMTYP2=5

*

dhkkhkhkhkhkhkhkhhkhkhhkhkhhhkhhhhhhhhhhhhhhhdhhddhhddhdhdhdhdhhdhdhdhhhhhhhhhhhhhhhhhhhdxx
* *
* X.25 NPSI NETWORK DEFINITIONS *
* *
R R R R T R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R * %%

*

PADCHARL X25.PAD INDEX=1,PADPARM=NULL
PADCHARZ X25.PAD INDEX=2,PADPARM=070108000100
PADCHAR3 X25.PAD INDEX=3,PADPARM=070208000100
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PADCHAR4 X25.PAD INDEX=4,PADPARM=070508000100
PADCHAR5 X25.PAD INDEX=5,PADPARM=070808000100
PADCHAR6 X25.PAD INDEX=6,PADPARM=070808000100

*

TRANS1  X25.TRAN  USER=1,
DCINO=00010203372D2E2F1605250B0CODOEOF,
DCIN1=101112133C5A322618193F271C1DIELF,
DCIN2=404F7F7B5B6C507D4D5D5CAE6B604B61,
DCIN3=FOF1F2F3F4F5F6F7F8F97ASE4CTEGEGF,
DCIN4=43C1C2C3C4C5C6C7C8CID1D2D3DAD5D6,
DCIN5=D7D8DIE2E3E4ESE6E7ESE9AD5 1BD5F6D,
DCING6=79818283848586878889919293949596,
DCIN7=979899A2A3A4A5A6A7A8A98BBAIBAL07 ,
DCIN8=80DCCO83DA7C86EO8FCIDOBB568DSESF,
DCIN9=909192FBFB95969798999A9BICIDIEIF,
DCINA=AGAIA2A3A4A5A6A7ABAIAAGAACADAEAF,
DCINB=BOB1B2FAECB5B6B7B8BIBABBBCBDBEBC,
DCINC=ABCBCCEBBF8FC6C7ABCICACBCCCDCECF,
DCIND=DOD1D2D3D4D5D6D7D8BBACDBDCDDDEDF,
DCINE=EOF1E2E3E4E5E6E7ESE9EAEBECEDEEEF,
DCINF=FOFLF2F3F4F5F6F7BOF9FAFBFCFDFEFF,
DCOTO=000102033A093A7 F3A3A3A0BOCODOEOF,
DCOT1=101112133A0A087F18193A3A1CIDIELF,
DCOT2=3A3A3A3A3A0A171B3A3A3A3A3A050607,
DCOT3=3A3A163A3A3A3A043A3A3A3A14153A1A,
DCOT4=203A3A403A3A3A3A3A3A5B2E3C282B21,
DCOT5=265C3A3A3A3A8C3A3A3A15242A293B5E ,
DCOT6=2D2F3A3AAB3A3A3A3A3A7C2C255F3E3F,
DCOT7=3A3A3A3A3A3A3A3A3A603A2385273D22,
DCOT8=3A6162636465666768693A7B3A3A3ACS,
DCOT9=3A6A6B6C6D6EGF7071723A7D3A3A3A3A,
DCOTA=3A7E737475767778797A3ACODASB3A3A,
DCOTB=F83A3A3A3A3A3A3A3A3A3ADIBF5D3ACA,
DCOTC=824142434445464748493AC1C23A3A3A,
DCOTD=8A4A4BACADAEAF505152843A813A3AFF,
DCOTE=873A535455565758595A3AC3B43A3A3A,
DCOTF=30313233343536373839B393883A3A3A

* 0123456789ABCDEF

*

*hkhkhkhkhhkhkhhhkhhhkhhhhhhhhhhhhhhhdhhddhddhhhdhdhdhhhhhhhhhhhkhkhhhhhhhhhhhdhdhdxx

* X25.NET DEFINITIONS *

ER R R T R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R L R

*

RTPNET X25.NET CPHINDX=7,0UHINDX=19,DM=YES,RESETINO=NO,RFAC=BLCUG,
R20=2,R22=2,R23=2,CAUSE=CCITT,NSTDFAC=(00,04,04,08),
DCI=YES

X25.VCCPT INDEX=1,MAXPKTL=4096,VWINDOW=127
X25.VCCPT INDEX=2,MAXPKTL=4096,VWINDOW=127
X25.VCCPT INDEX=3,MAXPKTL=4096,VWINDOW=127
X25.VCCPT INDEX=4,MAXPKTL=4096,VWINDOW=127
X25.VCCPT INDEX=5,MAXPKTL=4096,VWINDOW=127
X25.VCCPT INDEX=6,MAXPKTL=4096,VWINDOW=127
X25.VCCPT INDEX=7,MAXPKTL=4096,VWINDOW=127

X25.0UFT INDEX=1
X25.0UFT INDEX=2,0PTFACL=420707430202
X25.0UFT INDEX=3,0PTFACL=420707430303,USRFILD=1234567890
X25.0UFT INDEX=4,0PTFACL=420A0A430FOF
*
KoK R K Rk e kR ko

* SAD CONNECTIONS *
* *
* LINE 001 SAD INN Connection SNI NETID=NETA / SA=03 *

KA AIAAIAAA A A A A Ak hkhhhhhhkhhhhhhhhhhhhhhhhhhhhhhhhhddddddhkrdhkdkdhkdhhkdx*k
*
B R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R Rk kR
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* PHYSICAL LINE DEFINITIONS *

ER R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R

*

MCH1028 X25.MCH ADDRESS=1028,
RESETPVC=YES,
RNRTIMER=30,
RNRPKT=YES,
FRMLGTH=4100,
PKTMODL=128,
MMODULO=128,
MWINDOW=127,
ANS=CONT,
DBIT=YES,
GATE=NO,
LCGDEF=(0,1),
LCNO=NOTUSED,
LLCLIST=LLC3,
LSPRI=NO,
LUNAME=AU1028,
MBITCHN=YES,
NCPGRP=AM1028,
NDRETRY=3,
NPRETRY=7,
PHYSRSC=NO,
PUNAME=APA28,
SDRTCNT=1,
SDRTIME=10,
SHM=YES,
SPEED=1843200,
STATION=DTE,
SVCINN=1,
TDTIMER=3,
TPTIMER=10,
XMONLNK=YES

DX 3K DX 3K XX X 3K X X X X XX X X X X X X X X XX X X X X X X X X

*

S e oo ek ko ok o koo R o ek ok ok ke kR ko

* LOGICAL LINE DEFINITIONS *

S S e oo ok ook e o e e ok ke Rk ek ko

*

X25.LCG LCGN=0

*

ALA28GGH X25.LINE DSTNODE=INN,CALL=INOUT,SPAN=0OPER1,TYPE=S, X
NCPGRP=AGA28SAD

APA28GGH X25.PU ISTATUS=INACTIVE,PUTYPE=4

AUA28GGH X25.VC LCN=1,TYPE=S,0UFINDX=1,VCCINDX=7,CALL=INOUT, X
ISTATUS=ACTIVE,HEXNAME=NO,SPAN=0PER1,SUFFIX=1, X
PRFLINE=AM28RESL, PRFPU=AM28RESP, PRFLU=AM28RESU

*

H AR H AT KA AT A AR A RA AT A AT AR A AT A AH AR A AT H A A AT A AT AR KA T AR F AT T AT AT AR AK

* END OF X.25 DEFINITIONS *
R e R R R *kK
*

X25.END
B e T T
* CHANNEL ADAPTER DEFINITIONS *

H AR H AR AT AR AR AR A AT A AT AR A AT R A KA R AT H R KA T AT AR AT R R AT T AT AT AR AK

*

A71CA GROUP LNCTL=CA,CA=TYPE7,NCPCA=ACTIVE,DELAY=0.0,NPACLOO=NO, X
MAXBFRU=96,CASDL=420,TIMEOUT=180, ISTATUS=ACTIVE

*

A71C01  LINE ADDRESS=P1,CASDL

A71PO1A PU PUTYPE=5,TGN=1

*

A71C03  LINE ADDRESS=P3,CASDL

A71PO3A PU PUTYPE=5,TGN=1

*

A71C05 LINE ADDRESS=P5,CASDL
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A71PO5A PU  PUTYPE=5,TGN=1
*
A71C07  LINE ADDRESS=P7,CASDL
A71PO7A PU  PUTYPE=5,TGN=1
*
GENEND  GENEND

END

Authorized Transmission Priority for LEN Connections

In the PU definition statement for PBA21AA1 on page fod, AUTHLEN=YES
specifies that a session between two independent LUs through a subarea network
will use the same transmission priority for both type 2.1 LEN connections (entry and
exit). AUTHLEN may only be specified for node type 2.1. AUTHLEN=YES is the
default.

Limiting Sessions for Switched Resources

In the excerpt below, taken from a sample NCP major node, MAXSESS=2 specifies
that the maximum number of concurrent LU-LU sessions in which the independent
LU A03I34A1 can participate is two.

dhkhkhkhhhhkhkhhkhhhhhhhhhhhhhhhhhhdhhhhhdhdhhhdhdhdhdhdhhhdhhkhhhhkhhhhkhhhhhhhdxdhdxx
* ADDRESS 34 = 9.6 FDX ( DR CAPABLE ) WITH 5 DLU & 5 ILU EACH =
AR AR R AR AR AR A A A Ak A A Ak Ak Ak A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A ATk hx*
AO3S34  LINE ADDRESS=(034,FULL),
CLOCKNG=EXT,
DUPLEX=FULL,
ISTATUS=ACTIVE,
MAXPU=25,
MODETAB=AMODETAB,
NRZI=YES,
PACING=7,
PUDR=YES,
RETRIES=(5,5,5),
SPEED=9600
SERVICE MAXLIST=25
AO3P34A PU  ADDR=CI, X
XID=YES
AO3D34A1 LU  LOCADDR=01
A03D34A2 LU  LOCADDR=02
AO3D34A3 LU  LOCADDR=03
A03D34A4 LU  LOCADDR=04
A03D34A5 LU  LOCADDR=05
AO3I34A1 LU  LOCADDR=0,RESSCB=5,MAXSESS=2
A03I34A2 LU  LOCADDR=0,RESSCB=5
AO3I34A3 LU  LOCADDR=0,RESSCB=5
AO3I34A4 LU  LOCADDR=0,RESSCB=5
AO3I34A5 LU  LOCADDR=0,RESSCB=5

DX > XX > X X X X X X

High Performance Routing

High performance routing (HPR) allows you to migrate NCP connections to APPN
connections without incurring the associated increase in storage and cycles. HPR
utilizes a rapid transport protocol (RTP) connection to transport session traffic
between session endpoints. HPR routes can also traverse an existing subarea
network, as HPR support provides for the mapping of HPR routes over VR-based
TGs between intermediate nodes.

HPR support is available only over APPN host-to-host channel connections and
other type 2.1 channel connections. To use HPR over NCP, you must have, at a
minimum, NCP Version 7 Release 3.
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Code HPR=YES to enable HPR support for a particular GROUP, LINE, or PU.
HPR=YES is the default. For a PU that has HPR enabled, code LLERP to specify
the link-level error recovery procedures (LLERP) preference. For type 2.1 channels,
the default is LLERP=REQUIRED. For all other connections, the default is
LLERP=NOTPREF (LLERP is required by this PU only if the adjacent link station
requires it.)

Channel-attached NCP and Local SNA Connections

You can implement high performance routing in a network consisting of
channel-attached NCP and local SNA connections, as depicted in E?m

In this configuration, SSCPAA and SSCP2A are endpoints of an HPR route and
SSCP1A provides intermediate node ANR routing. This configuration implements
high performance routing by default because HPR=YES is the default value for PUs
defined as 2.1 nodes when the connections are not to or from VTAM in a composite
network node.

In the following sample from the NCP major node NCP3ABS8 residing on SSCP1A,
HPR=YES and LLERP=REQUIRED are coded on P3A21 (for the connection to
SSCP2A) and on P3A21AA1 (for the connection to SSCPAA). Note that YES is the
HPR default value.

LOCALSNA GROUPS
DEFINITIONS FOR CHANNEL ATTACHED PU 2.1 (LOCALSNA)

GRP3A8  GROUP LNCTL=CA,CA=TYPE5,NCPCA=ACTIVE

LN3A8 LINE ADDRESS=051,TIMEOUT=840.0,CASDL=420.0,TRANSFR=255, X
INBFRS=128,ANS=CONT
P3A21 PU PUTYPE=2,0WNER=SSCP1A,XID=YES, X

CONNTYPE=APPN,CPCP=YES,HPR=YES, LLERP=REQUIRED
NETAPPL3 LU LOCADDR=0,PACING=(1),LUDR=YES,RESSCB=10
APPLAA3 LU LOCADDR=0,PACING=(1),LUDR=YES,RESSCB=10

*

GRP3AAA1 GROUP LNCTL=CA,CA=TYPE5,NCPCA=ACTIVE

LN3AAA1 LINE ADDRESS=050,TIMEOUT=840.0,CASDL=420.0,TRANSFR=255, X
INBFRS=128,ANS=CONT
P3A21AA1 PU PUTYPE=2,0WNER=SSCP1A,XID=YES, X

CONNTYPE=APPN,CPCP=YES,HPR=YES, LLERP=REQUIRED
APPLAAZ LU LOCADDR=0,PACING=(1),LUDR=YES,RESSCB=10

See [Network Node Start Option List” on page 175 for information on how to code

VTAM start options for high performance routing for network nodes SSCPAA and
SSCP2A, and Elnterchange Node Start Qption List” an page 181 for interchange
node SSCP1A. See lHigh Performance Routing over Channel Cannections” on

for information on how to code the local SNA major nodes on SSCPAA and
SSCP2A for high performance routing.

Channel-attached NCP, Local SNA, and Leased SDLC Connections

In the HPR configuration shown in [Eigure 20 on page 78, the endpoints of the RTP
connection are SSCP7E and SSCPAA. Both SSCP1A and SSCP2A have been

started with the start option VRTG=YES, and therefore the connection between
SSCP1A and SSCP2A constitutes the VR-based TG portion of the HPR route. An
APPNTOSA table is recommended to map APPN COS names to the subarea COS
names used by the VR-based TG For a sample APPNTOSA table, see
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In the following sample from the NCP major node NCP3ABS8 residing on SSCP1A,
HPR=YES and LLERP=REQUIRED are coded on P3A217B1 (for the 2.1
connection to SSCP7E) and HPR=YES and LLERP=NOTPREF are coded on
P3A4956M (for the leased SDLC connection to NCP4).

NCP3AB8 TITLE

* SDL

GRP3A9  GROUP

LN3A11  LINE

*

"CHANNEL ATTACHED 11.7 NCP'

C GROUP FOR APPN DEVICES

LNCTL=SDLC,DIAL=NO, TYPE=NCP,POLLED=YES, X
CLOCKNG=EXT,DUPLEX=FULL,SPEED=1200
ADDRESS=03F

SERVICE ORDER=(P3A4956M)

*

P3A4956M PU PUTYPE=2,ADDR=C1,XID=YES,ISTATUS=INACTIVE, X
SSCPFM=USSSCS ,MAXDATA=256 ,MAXOUT=1,PASSLIM=1, X
OWNER=SSCP1A,NETID=NETA,ANS=CONTINUE, X
CONNTYPE=APPN,CPCP=YES,HPR=YES, LLERP=NOTPREF

*

B T g g

* LOCALSNA GROUPS

*

* DEFINITIONS FOR CHANNEL ATTACHED PU 2.1 (LOCALSNA)

e mmm————————

*

GRP3A7B1 GROUP
LN3A7B1 LINE
P3A217B1 PU

ECHOB12 LU

LNCTL=CA,CA=TYPE5,NCPCA=ACTIVE

ADDRESS=052,TIMEOUT=840.0,CASDL=420.0, TRANSFR=255, X
INBFRS=128,ANS=CONT
PUTYPE=2,0WNER=SSCP1A,XID=YES, X

CONNTYPE=APPN,CPCP=YES,HPR=YES, LLERP=REQUIRED
LOCADDR=0,PACING=(1),LUDR=YES,RESSCB=10

In the following sample from the NCP major node NCP4AB8 residing on SSCP2A,
HPR=YES and LLERP=NOTPREF are coded on P4A4956C (for the leased SDLC
connection to NCP3) and P4A21AA1 (for the 2.1 connection to SSCPAA).

NCP4AB8 TITLE

* SDL

GRP4A6  GROUP

*

LN4A6 LINE

*

"CHANNEL ATTACHED 11.8 NCP'

C GROUP FOR APPN DEVICES

LNCTL=SDLC,DIAL=NO,MODE=SEC,TYPE=NCP,POLLED=YES, X
CLOCKNG=EXT,DUPLEX=FULL,SPEED=1200

ADDRESS=04E

SERVICE ORDER=(P4A4956C)

*

P4A4956C PU

L3A4956G LU

* LOC

PUTYPE=2,ADDR=C1,XID=YES, ISTATUS=INACTIVE, X
SSCPFM=USSSCS ,MAXDATA=256 ,MAXOUT=1,PASSLIM=1, X
OWNER=SSCP2A,NETID=NETA,ANS=CONTINUE, X
CONNTYPE=APPN,CPCP=YES,HPR=YES, LLERP=NOTPREF

LOCADDR=0,RESSCB=3,PACING=(1,1),VPACING=2, X

ISTATUS=INACTIVE

ALSNA GROUP

*
* DEFINITIONS FOR CHANNEL ATTACHED PU 2.1 (LOCALSNA)
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*

GRP4AAA1 GROUP LNCTL=CA,CA=TYPE5,NCPCA=ACTIVE

LN4AAA1 LINE ADDRESS=054,TIMEOUT=840.0,CASDL=420.0,TRANSFR=255, X
INBFRS=128,ANS=CONT
P4A21AA1 PU PUTYPE=2,0WNER=SSCP2A,XID=YES, X
CONNTYPE=APPN,CPCP=YES,HPR=YES, LLERP=REQUIRED
GENEND

Dynamic Reconfiguration of Selected NCP PU Operands

You can dynamically reconfigure the values of selected PU operands in NCP major
nodes. The values of these operands are passed to the NCP during dynamic
reconfiguration of the NCP. You need NCP V7R3 to use dynamic reconfiguration of
selected NCP PU operands. For more information on coding these operands, refer
to the NCP, SSP, and EP Resource Definition Reference.

You can dynamically change these selected NCP PU operands by editing the
VTAMLST and then issuing the VARY ACT,ID= ncp_name,UPDATE=ALL command.

In this sample from an NCP major node, the COMRATE operands on the
A71PU88B and A71PU89B PU definition statements specify 3 as the relative
transmit priority of a terminating equipment subport or a frame handler subport.

The INTFACE operands on LINE definition statements A71TR88 and A71TR89
specify, for their subordinate PUs, that 1500 bytes is the the maximum transmission
frame size over the frame-relay internet interfaces named A711P88 and A71IP89,
respectively.

B g e R S R R R R S R R R R R e R R 2

* 3745 NOOTRI PHYSICALS *
Kok AR AR A AR AR F R AT A A AR AAHFH R AR AR AR KA R F R KA KA KA A AR F KA A A KKK AR Kkkk
A7INTRI1 GROUP ECLTYPE=(PHYSICAL,ANY),

USSTAB=AUSSTAB,

ISTATUS=ACTIVE,

ADAPTER=TICZ,

ANS=CONTINUE,

TRSPEED=16,

XID=NO
A71TR88 LINE ADDRESS=(1088,FULL),

PORTADD=88,

INTFACE=(A711P88,1500),

MAXTSL=4096,

RCVBUFC=8192,

MAXFRAME=4096,

XMONLNK=YES,

LOCADD=400000711088

><X XX XX X X X

>X > X X X X X

*
A71PU8BA PU PUTYPE=1
A71PU88B PU NETWORK=FRELAY,COMRATE=(,3) ,PUTYPE=1,ADDR=03
A71PU88C PU PUTYPE=1,NETWORK=IP,ARPTAB=(100,10,NOTCANON)
*
A71TR89 LINE ADDRESS=(1089,FULL),

PORTADD=89,

INTFACE=(A711P89,1500),

MAXTSL=4096,

RCVBUFC=8192,

MAXFRAME=4096,

XMONLNK=YES,

LOCADD=400000711089
A71PU89A PU PUTYPE=1
A71PU89B PU NETWORK=FRELAY,COMRATE=(,3) ,PUTYPE=1,ADDR=03
A71PU89C PU PUTYPE=1,NETWORK=IP,ARPTAB=(100,10,NOTCANON)

><X > XX X X X X
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*
*

GENEND ~ GENEND
END

In the following sample, taken from an NCP major node, the DYNWIND keyword on
the PU definition statement specifies the values to be used by NCP to modify the
IEEE 802.2 LLC working window parameter. DYNWIND=(8,4,4) specifies that 8
frames must be received to increment the working window value by 1, that the
working window value is divided by 4 when frame loss occurs, and that the working
window value is divided by 4 when backward explicit congestion notification occurs.

The INTFACE operands on PU definition statements A71IP016 and A71IP020
specify that 1500 bytes is the maximum transmission frame size over the
frame-relay internet interfaces named FRIP016 and FRIP020, respectively.

Jeok ok ok Kok ok ok ko ok ok ok T o ok ok e ok e ok o ok ok ok o ok ok ok ok o ok ok o ok ok o ok ok ok ok K

* FRAME IP POINT TO POINT CONNECTIONS A71 TO A31 *

KRKIKII KA KK A I KA KRKR KRR KRR KAKRKRKAKRKARKR AR AR A,k * %% *k%k *k%k *k%k k*kkkhkkk

*

A71FGRP1 GROUP FRELAY=(PHY,PER),ISTATUS=ACTIVE,MAXFRAME=4096,TYPE=NCP

A71F0016 LINE ADDRESS=(0016,FULL),NRZI=NO,TITIMER=100,
LMI=ANSI,SPEED=55855, PORTADD=16, X
ARPTAB= (200, ,NOTCANON)

A71P0016 PU  ANS=CONTINUE,LMI=ANSI,TIMERS=(29,30),ERRORT=(9,10), X
DYNWIND=(8,4,4)

A71IPO16 PU  PUTYPE=1,ADDR=3A,IPADDR=128.60.31.99, X
INTFACE=(FRIPO16,1500)

>

*

khkkhkhkhkhkhkhkhkhkhkhhkhkhhhhhhhhhhhkhhhhhhdhdhhdhdhdhhdhdhdhhdhdhhdhhhhhhhhhhhhhhhhhhdkhhkkxkx

* FRAME IP POINT TO POINT CONNECTIONS A71 TO A04 *

dhkkhkhkhkhkhkhhhkhhhkhhhhhhhhhhhhhhhdhhhdhhdhdhdhhdhhhhhhhhhhhhhhkhhhhhhhhhhhdkhhdxx

*

A71FGRP2 GROUP FRELAY=(PHY,PER),ISTATUS=ACTIVE,MAXFRAME=4096,TYPE=NCP

A71F0020 LINE ADDRESS=(0020,FULL),NRZI=NO,TITIMER=100,
LMI=ANSI,SPEED=55855, PORTADD=20, X
ARPTAB= (200, ,NOTCANON)

A71P0020 PU  ANS=CONTINUE,LMI=ANSI,TIMERS=(29,30),ERRORT=(9,10), X
DYNWIND=(8,4,4)

A711P020 PU  PUTYPE=1,ADDR=3B,IPADDR=128.50.04.99, X
INTFACE= (FRIP020,1500)

>

In the sample below, taken from an NCP major node, the LADDR keyword on the
PU definition statement labeled FRIPPU24 specifies the 4-byte internet address of
the associated interface. It is used in defining a frame-relay over internet
connection.

The IPQLIM keyword on that same PU definition statement specifies 2106 bytes as
the maximum amount of data that can sit on the outbound queue before it is
discarded.

Jek kK Kok ok ok ok ok ok ok T o ok kT ok ok e ok o ok ok ok ok ok ok ok ok o o ok ok o ok ok o ok ok ok ok K

* A71I1PO0O1 *
Sk o ek o o ook o o koo ke ok ko ek ko ok ok oo ko ke ko ko ke ko
* NCP NAME: A711PO1 - IP OVER FRAME-RELAY - Static Routes *
* VER/REL: V7R3F *
* SUBAREA: A71N *
* BOX-TYPE: 3745 *
kAR E KA E TR R KA AR K AR A AR AR A AT AR KA A AR F KA F R KA AR KA A A KKK KA kA xRk

*

kkhkkkhkkhkhkkhkhkkhhkkhhkhkhhkhhkkhhkhkhhkhkhhkhhhkhhkhkhhkhhkkhhhkhhkhkhhkhkhkkhhkkhkhkkhkkhkhkkhkhkkkx
* Frame Relay BNN Connection - Supports BNN and IP over Frame-Relay. *
* Frame-Relay IP PU is setup with *
* IPLOCAL keywords. This eliminates the =*
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* IPLOCAL definitions below. *

H KR AR A AR AR AR A AT A AT AR A AT AR AR A AT F R A AT H AT AR AT R R AT T AT AT AT AK

*

FRPGO224 GROUP FRELAY=(PHYSICAL,PER),MAXFRAME=2106

FRLNO224 LINE ADDRESS=(0224,FULL),CLOCKNG=EXT, X
SPEED=55855,ARPTAB= (40, ,NOTCANON)

FRPU224 PU XMONLNK=NO, LMI=ANSI

*

FRIPPU24 PU PUTYPE=1,ADDR=2A,P2PDEST=9.71.224.95,LADDR=9.71.224.1,
METRIC=1,INTFACE=(FRPU0224,1500),
SNETMASK=255.255.255.0,PROTOCOL=RIP, X
IPQLIM=2106

> >

*
FRLG224 GROUP FRELAY=(LOGICAL,PERIPHERAL),PHYSRSC=FRPU224,L0CALT0=20, X
CALL=INOUT,AUTOGEN=10
*
khkhkkkhkhkkkhkkkhhkkhhkkhhhhkkhhkkhhhhhhdhhkhhkhhkhhhhhhkhdhhkhhhhhkhkhhkkhdhxkhkxkhkkkxkx
* END OF NCP GEN *
B R R R RS R R R R R R R RS R R R R R R RS R R R R R R R R R R R R S R R R R S
*
GENEND  GENEND
END

In the next sample, the T2TIMER tuning parameter coded on the A71PL2A,
A71PL2B, and A71PL2C PU definition statements specifies that 0.5 seconds is the
acknowledgement timer (T2) value for connections through a frame-relay network
and that 64 is the number of I-frames that can be received without sending an
acknowledgement.

B e e e T R R R R R R S R R R R R e R R 2

* FRAME-RELAY LOGICAL INN LINES FOR A71F2624 *
KRR AR R R AR R R AR A A A A A A Ak A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A AKX KA AKXk h ko kK
A71FRGLO GROUP FRELAY=LOGICAL,

ISTATUS=ACTIVE,

SDLCST=(S71PRI,S71SEC),

MAXOUT=127,

LOCALTO=5,

MODULO=128,

RETRIES=(5,5,5),

PHYSRSC=A71P2624

><X XX XX X X X X

*
B e e T R R R R R S R R R R R R R e 2

* T1 S > T1 *

khkkhkhkhkhkhkhkhkhkhkhhkhkhhhkhhhhhhhhhhhdhhdhdhdhdhdhdhdhdhdhhhhdhhhhhhhhhhhhhhhkhdhhhhdkhhkdxkx
* LOGICAL LINE 1 --- DLCI X'20' TALKS TO DLCI X'20' *
hhkkhkhkkhkhkhkhkhkhkhhhkhhhhhhhhhhhhhhdhhhdhhddhdhdhdhhhhhhhhhhhhhhhhkhhhhdrhhhdrhhdxkx
A71LL2C LINE ISTATUS=ACTIVE,MONLINK=YES,IPL=YES,MLTGPRI=36
A71PL2C PU  PUTYPE=4,BLOCK=(4096,5),

ADDR=20,

ANS=CONTINUE,

TGN=1,

T2TIMER=(.5,,64)

>< > X< X

khkkhkhkhkhkhkhkhkhkhkhkhkhkhhhhhhhhhhhhhhhhhhhhhdhdhhdhdhdhhdhdhhhhhhhhhhhhhhhhhhhhkhhkkkxkx
* FRAME-RELAY LOGICAL INN LINES FOR A71F2496 *
dhkkhkhkkhkhkhkhkhkhkhhhkhhhhkhhhhhhhhhhhhhdhddhdhddhdhdhdhdhhdhhhhhhhhhhhhhhhhhhhhhkhdkkkdxkx
A71FRGL1 GROUP FRELAY=LOGICAL,

ISTATUS=ACTIVE,

SDLCST=(S71PRI,S71SEC),

MAXOUT=127,

LOCALTO=5,

MODUL0=128,

RETRIES=(5,5,5),

PHYSRSC=A71P2496

><X > XX X X X X
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*
R R e o e e R R S R R R e R R R e R R 2

* Tl L T > T1 *

Jeok kK Kok ko ok ko ok ok ok T o ok ok ok o ok ok ok ok ok ok ok ok ok ok o o ok ok o ok ko ok ok ok ok K *

B R R R e e e R R R R T S R R R R R R R L R L

% LOGICAL LINE 1 --- DLCI X'20' TALKS TO DLCI X'20' *
AKXk Ak hhhkhkhhkhhhhhhhhhhhhhhhhhhhhhhhhkhhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkdkkhkhkhhhhhhhdxkx
A71LL2A LINE ISTATUS=ACTIVE,MONLINK=YES,IPL=YES,MLTGPRI=36
A71PL2A PU  PUTYPE=4,BLOCK=(4096,5),

ADDR=20,

ANS=CONTINUE,

TGN=1,

T2TIMER=(.5, ,64)

R e o e e R R R T R R R S R R e R R 2

« LOGICAL LINE 2 --- DLCI X'21' TALKS TO DLCI X'21' *
AR AR R AR AR A A A A A A Ak A A Ak A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A AKX hhhhhh k% *
A71LL2B LINE ISTATUS=ACTIVE,MONLINK=YES,IPL=YES,MLTGPRI=37
A71PL2B PU  PUTYPE=4,BLOCK=(4096,5),

ADDR=21,

ANS=CONTINUE,

TGN=1,

T2TIMER=(.5, ,64)

>< > X X

>< X X X

Defining Spare SDLC Lines

You can generate 3745-attached SDLC peripheral lines as spare lines, as
redefinable lines, or as neither. A spare line is not in use and cannot be activated. A
redefinable line can be activated and used.

When you generate a spare line in NCP, you create a line address to which you
can later add a physical line. When you code spare and redefinable lines, you
define the characteristics of the physical line that will be added to or removed from
your communication controller.

On the GROUP definition statement, code TYPE=NCP to specify that the line is
initially a spare line, a redefinable line, or neither.

On the LINE definition statement:

* Code USE=SPARE to define the line as initially a spare line. This line is being
defined for later use, although there is no line physically attached to the line slot
in the NCP.

» Code USE=REDEF to define the line as initially a redefinable line. This line is in
use and has the capability of being changed to a spare line.

Note: The MODIFY LINEDEF command allows you to dynamically change the
definition of a redefinable line, where a redefinable line is an SDLC line that
has been defined in an NCP major node with USE=REDEF or USE=SPARE.

To use this function, you must have, at a minimum, VTAM V4R3, NCP V7R2,
NTuneMon V1R2, and NTuneNCP V1R1.

The sample below illustrates how to code the USE operand to define spare and
redefinable SDLC lines.

EE R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R

* DEFINITION STATEMENTS FOR SPARE SDLC LINES
P T Ty
B R R R R R S S S T e

* LINE 384 --- USE=SPARE

LR R R R R R R R R R R R R R R R R R R R R R R R R R R R *k%k * * *

SDLCGRP  GROUP ACTIVT0=60.0, *
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ANS=CONT,
AVGPB=128,
CLOCKNG=EXT,
DIAL=NO,
DUPLEX=FULL,
IRETRY=YES,
ISTATUS=INACTIVE,
LNCTL=SDLC,
MAXDATA=256,
MAXOUT=1,
MODETAB=NCP108,
NPACOLL=YES,
NPATP=YES,
NRZI=NO,
PASSLIM=2,
PACING=7,
PUDR=NO,
PUTYPE=2,
REPLYTO=5,
RETRIES=(,3,5),
TYPE=NCP,
USSTAB=AUSSTAB
*
1384 LINE ADDRESS=384,USE=SPARE
P3841  PU  ADDR=CI
T3841A LU  LOCADDR=2
kkhkkkkhkkhkhkkhhkkhhkkhhkhkhkkhkhkkhhkhkhhkhhhkhkhkkhhkhkhhkhkhhkkhkhkhkhkhkhkhhkhkhkkhhkkhkhkhkhkkhkhkkhkhkkk*x
* LINE 385 --- USE=REDEF
kkhkkkkkkkhkkhkhkkhhkkhhkkhkkhhkkhhkhkhhkkhhkhkhkkhhkhkhhkhkhhkkhkhkkhkhkkhkhkhkhhkkhkhkkhkhkkhkkkhkkkhkkkx
SDLCGRP1 GROUP ACTIVT0=60.0,
ANS=CONT,
AVGPB=128,
CLOCKNG=EXT,
DIAL=NO,
DUPLEX=FULL,
IRETRY=YES,
ISTATUS=INACTIVE,
LNCTL=SDLC,
MAXDATA=256,
MAXOUT=1,
MODETAB=NCP108,
NPACOLL=YES,
NPATP=YES,
NRZI=NO,
PASSLIM=2,
PACING=7,
PUDR=NO,
PUTYPE=2,
REPLYTO=5,
RETRIES=(,3,5),
TYPE=NCP,
USSTAB=AUSSTAB
*
1385 LINE ADDRESS=385,USE=REDEF
P3851  PU  ADDR=C1
T3851A LU  LOCADDR=2
738518 LU  LOCADDR=3
T3851C LU  LOCADDR=4
738510 LU  LOCADDR=5
T3851E LU  LOCADDR=6
T3851F LU  LOCADDR=7
738516 LU  LOCADDR=8
T3851H LU  LOCADDR=9
P3852  PU  ADDR=C2
T3852A LU  LOCADDR=2
738528 LU  LOCADDR=3
73852C LU  LOCADDR=4
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T3852D LU LOCADDR=5
T3852E LU LOCADDR=6
T3852F LU LOCADDR=7
T3852G LU LOCADDR=8
T3852H LU LOCADDR=9

B R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R Rk Rk

Frame-Relay Networks over Token-Ring Connections

Users who interconnect NCPs with token-ring connections can have a private
frame-relay network over these token-ring connections without the need for
additional physical lines.

Frame-relay over token-ring resources include a PU type 1 defined on a token-ring
physical line and leased logical lines associated with this PU with multiple type 1
PUs.

Code ECLTYPE=(PHYSICAL,ANY) on the GROUP definition statement to specify
NTRI physical resources.

The COMRATE operand value specified for the physical PU is used in conjunction
with the DATABLK operand value on the associated token-ring physical line to
determine each protocol’s guaranteed bandwidth (in bytes), relative to each other,
of the total token-ring bandwidth.

The DATABLK operand on the token-ring physical line has a default value of 2048.
This DATABLK value is used along with the COMRATE value specified for the
associated logical line to determine the logical line’s guaranteed transmission
bandwidth.

The NCP major node excerpt shown below shows how the ECLTYPE, COMRATE,
and DATABLK operands are used in defining physical definitions for a frame-relay
network over a token-ring connection.

khkkhkhkhkhkhkhkhkhkhkhhkkhhhhhhhhhhhhhdhdhhdhdhdhdhdhdhdhhdhhhhhhhhhhhhhhhhhhhhhkhhhhhhkhdxkx
« PHYSICAL DEFINITIONS FOR FRAME-RELAY PORTS *
hhkkhkhkhhhkhhhkhhhhhhhhhhhhhhhhhhdhhhhhhhhkhhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkdhhkhdrhhhdhhdxkx
*

A3INTRI1 GROUP ECLTYPE=(PHYSICAL,ANY),
USSTAB=AUSSTAB,
ISTATUS=ACTIVE,
ADAPTER=TICZ,
ANS=CONTINUE,
TRSPEED=16,

XID=NO

* ok 3k X X F

*

A31TR88 LINE ADDRESS=(1088,FULL),
DATABLK=2048,
PORTADD=88,
MAXTSL=1028,
MAXFRAME=4096,
XMONLNK=YES,
LOCADD=400003101088

A31PU8SA PU PUTYPE=1

*

A31PU88B PU NETWORK=FRELAY,COMRATE=(,1) ,PUTYPE=1,ADDR=03
*
A31TR89 LINE ADDRESS=(1089,FULL),

PORTADD=89,

DATABLK=2048,

MAXTSL=1028,

MAXFRAME=4096,

EE

* %k X X %
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XMONLNK=YES, *
LOCADD=400003101089

A31PU89A PU PUTYPE=1

*

A31PU89B PU NETWORK=FRELAY,COMRATE=(,1) ,PUTYPE=1,ADDR=03

*

*

A31TR92 LINE ADDRESS=(1092,FULL),
PORTADD=92,
MAXTSL=1028,
DATABLK=2048,
MAXFRAME=4096,
XMONLNK=YES,
LOCADD=400003101092

A31PU92A PU PUTYPE=1

*

A31PU92B PU NETWORK=FRELAY, COMRATE=(,1) ,PUTYPE=1,ADDR=03
*
A31TR93 LINE ADDRESS=(1093,FULL),
PORTADD=93,
DATABLK=2048,
MAXTSL=1028,
MAXFRAME=4096,
XMONLNK=YES,
LOCADD=400003101093
A31PU93A PU PUTYPE=1

*

A31PU93B PU NETWORK=FRELAY,COMRATE=(,1) ,PUTYPE=1,ADDR=03

*

EE I

* %k Sk X X X

B e e e e R T S e L S e e S L e S L e S L e L L e L L *kkk

Code ECLTYPE=(LOGICAL,FRELAY) on the GROUP definition statement to specify
that the group, subordinate lines and PUs are to be treated as frame-relay
resources.

On the PHYSRSC operand, specify the name of the frame-relay over token-ring
physical PU (NETWORK=FRELAY on the PU definition statement) defined on the
token-ring physical line.

When COMRATE is defined on a token-ring logical line statement, the value on the
COMRATE operand is used along with the DATABLK value specified on the
token-ring physical line to determine the logical line’s guaranteed transmission
bandwidth.

The NCP major node excerpt shown below shows how the ECLTYPE, PHYSRSC,
and COMRATE operands are used in defining logical definitions for a frame relay
port over a token ring connection.

S e e ook ook ok ok ok ko ko ke o ok ok e ko koo ko ok e ko ek ok ke ko
* LOGICAL DEFINITIONS FOR FRAME-RELAY PORT A31PU89B *
S e e o o ook o ook o ko ko ek o ek ok o ko ok e o e ok e ek ek ok
*

A31FRTG2 GROUP ECLTYPE=(LOGICAL,FRELAY),PUTYPE=1,TYPE=NCP,DIAL=NO, X
LNCTL=SDLC, LINEADD=NONE , COMPOWN=YES ,RETRIES=(6,0,0,6), X
PHYSRSC=A31PU89B, PUDR=YES

A31LFRIB LINE MAXFRAME=4096,NPACOLL=(YES,EXTENDED) ,MAXPU=240, X
COMRATE=(,1)

A31LM89A PU  LMI=ANSI,ANS=CONT,ADDR=C4400000711089

A31P8920 PU  ADDR=20

A31P8921 PU  ADDR=21

A31P8922 PU  ADDR=22

A31P8923 PU  ADDR=23

A31P8924 PU  ADDR=24

A31P8925 PU  ADDR=25
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A31P8926
A31P8927
A31P8928
A31P8929
A31P8930
A31P8931
*

A31P8950
A31P8951
A31P8952
A31P8953
A31P8954
A31P8955
A31P8956
A31P8957
A31P8958
A31P8959
A31P895A
A31P895B
A31P895C
A31P895D
A31P895E
A31P895F
A31P8999

ADDR=26
ADDR=27
ADDR=28
ADDR=29
ADDR=30
ADDR=31

ADDR=50
ADDR=51
ADDR=52
ADDR=53
ADDR=54
ADDR=55
ADDR=56
ADDR=57
ADDR=58
ADDR=59
ADDR=5A
ADDR=5B
ADDR=5C
ADDR=5D
ADDR=5E
ADDR=5F
ADDR=99

B e o R R R R R R R ok ok ok ok ok o ok o o o o o o o o

Chapter 11. Network Control Program (NCP) Major Node

121



122 2/0S V1R2.0 CS: SNA Resource Definition Samples



Chapter 12. Switched Major Node

About This Chapter

This chapter contains sample switched major node definitions for various types of
switched connections.

NCP-Attached Switched Peripheral PUs

Switched peripheral PUs attached to an NCP are defined by VTAM with one or

more switched major nodes and an NCP major node. Consider, for example, the

configuration shown in Eigure 22 on page 92. The switched major node SWND3AB7
defines three PUs, the paths to each PU, and the LUs associated with each PU, as
shown in the following excerpt: (The corresponding NCP major node, Whlch defines
the switched line groups, is shown and discussed in =

Peripheral PUs” on page 92.)

SWND3AB7 VBUILD TYPE=SWNET,MAXNO=35,MAXGRP=9

R R o e e R T R R T S S R S T R S L R S L R L R R e e

*

* AUTOMATIC DIAL IN/OUT GROUPS - GP3AAIOL, GP3AAI02

*

EE R R R R R R R R R R R R kR kR R R R R R R R R R R R R R R R R R R R Rk R Rk

*

* NCP SWITCHED SDLC CONNECTION TO PU_TZ2.0

*

B R R R R R R R R R R R R R R R R R R R R R R R R T R R R R R R R R R R

SWPUAIOL PU

PATHAIOL PATH
SLI1DAIOL LU

SLI1DAIOZ LU

SLI1DAIO3 LU

ADDR=01, IDBLK=001, IDNUM=00001,
MAXPATH=1,MAXDATA=256,
PUTYPE=2,MAXOUT=1,PASSLIM=1,
ISTATUS=INACTIVE, IRETRY=NO,DISCNT=YES,
SSCPFM=USSSCS
DIALNO=PATH21A-890-3333,PID=1,GID=1,GRPNM=GP3AAIO1
LOCADDR=1,PACING=(1,1),VPACING=2,
MODETAB=MODETAB2

LOCADDR=2,
PACING=(1,1),VPACING=2,ISTATUS=ACTIVE
LOCADDR=3,
PACING=(1,1),VPACING=2,ISTATUS=ACTIVE

* NCP SWITCHED SDLC CONNECTION TO LEN PU_T2.1

SWPUADOZ PU

PATHADO2 PATH
SL2IADO1 LU

SL2IADOZ LU

SWPUADO3 PU

© Copyright IBM Corp. 1991, 2001

ADDR=09, IDBLK=009, IDNUM=00009, CPNAME=LENO90,
MAXPATH=1,MAXDATA=256,
PUTYPE=2,MAXOUT=1,PASSLIM=1,
ISTATUS=INACTIVE,IRETRY=NO,DISCNT=YES,
SSCPFM=USSSCS,CONNTYPE=LEN
DIALNO=PATH21D-890-3333,PID=4,GID=1,GRPNM=GP3AAD02
LOCADDR=0,PACING=(1,1),VPACING=2,
MODETAB=MODETAB2,RESSCB=1

LOCADDR=0,RESSCB=2,
PACING=(1,1),VPACING=2,ISTATUS=ACTIVE

ADDR=10, IDBLK=010, IDNUM=00010,
MAXPATH=1,MAXDATA=256,
PUTYPE=2,MAXOUT=1,PASSLIM=1,
ISTATUS=INACTIVE, IRETRY=NO,DISCNT=YES,

>< X< X< X

>< > > X

>< > X X
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SSCPFM=USSSCS,ANS=CONTINUE,CONNTYPE=LEN
PATHADO3 PATH DIALNO=PATH21E-890-3333,PID=5,GID=1,GRPNM=GP3AAD02

SL3DADO1 LU LOCADDR=6,PACING=(1,1),VPACING=2, X
MODETAB=MODETAB2
SL3TADOZ LU LOCADDR=0,RESSCB=1, X

PACING=(1,1),VPACING=2,ISTATUS=ACTIVE

The PATH statement defines the path to the PU:

» DIALNO specifies the dial information used to initiate the connection with a PU
over the switched link. Thus, PATHAIO1 specifies PATH21A-890-3333 as the dial
information used to initiate a connection with SWPUAIO1 over the line LN3AAIO1
(defined in the NCP major node).

* GRPNM identifies the name of a GROUP statement (in the corresponding NCP
major node) that defines a group of SDLC switched links. Thus, PATHAIO1 in the
switched major node identifies GP3AAIO1 as the name of the switched line
group defined by the NCP major node.

If you examine the PATH definitions for SWPUADO2 and SWPUADO3, you will
notice that they specify the same group, GP3AADO2. Since this group only has one
line defined, only one of these PUs can be connected at a given time.

Switched SDLC Subarea Connection

One type of VTAM-to-VTAM NCP connection uses switched SDLC links between
two communication controllers. This type of connection is called switched SDLC
subarea connection.

Eigure 23 on page 94 shows switched SDLC connections between communication
controllers A04 and A31.

The VTAM at each end of the connection must define both of the following:
* A switched major node
* An NCP major node

The PU definition statements in the switched major node define subareas attached
over switched lines that can be dialed into or dialed out from a communication
controller using NCP. The PATH definition statements in the switched major node
define the possible paths to be used to establish a connection between the
communication controller or host processor and the other subarea.

The NCP major node definition specifies GROUP definition statements that define
switched line groups. These switched line groups specify LINE definition statements
that define the lines and PU definition statements that represent the ports for the
PUs that can be connected to the NCP on that line.

Note: An automatic calling unit (ACU) is required for switched SDLC subarea
connection.

For more information on this type of connection, refer to the /QS Communications

Server: SNA Network Implementation Guidd. Sample switched major node
definitions for the connection shown in Eigure 23 on page 94 are given below. The
corresponding NCP major node definitions are found in [Eigure 23 on page 94|

Defining Switched SDLC Subarea Connections for NCP A04

The VBUILD definition statement defines the beginning of this switched major node
(TYPE=SWNET).
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The PU definition statement defines subarea 310, attached over a switched line that
can be dialed into or dialed out from NCP A04. IDNUM=00003 must match the
IDNUM at the other end of the switched line (see [Defini i

Bubarea Connection for NCP A371’)).

For dial-out operations, the PATH definition statement defines the path to be used
to establish a connection with the other subarea. GRPNM=A04GINN3 matches the
name on the GROUP definition statement in the NCP major node for NCP A04 on
page Bd. The PATH definition statement also defines the dial-out telephone number
(DIALNO=PATH21A-890-3333).

x =====> BEGINNING OF DATA SET A02SADO3

khkkkkhkhkhkhkhkkkhhhkhkhkhhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhhkhhhhkhhhhkhhhhhhhhhhhhhhhhhhhhhhkkhkhkkxkx

«  AO2SADO3 - VTAM SWITCHED MAJOR NODE - SUBAREA A02 %

khkkhkhkhkhkhkhkhkkhkhkhkhhhhkhkhhhhhhkhkhhkhkhhhhhhhdhhhdhdhdhdhdhdhhdhhhhhhhhhhhhhhhhhhkhkhkkxkx

% SDLC SAD CONNECTION FROM A@4 TO A31 %

dhkhkhkhkhkhkhkhkhkkhhhkhkhhhhhhhhhhhkhhhhkhhdhdhdhdhdhhhddhhdhdhdhhdhhhhhhhhhhhhhhhhhhkhdkhkhxx

AO2SADO3 VBUILD TYPE=SWNET, % SWITCHED MAJOR NODE ok X
MAXGRP=9, % NUMBER UNIQUE PATH GROUPS  #x X
MAXNO=9 «% NUMBER UNIQUE PHONE NUMBERS #x

A31PU3 PU  ADDR=CI, % STATION ADDRESS ok X
ANS=STOP, % AUTOMATIC NETWORK SHUTDOWN #x X
IDNUM=00003 , % DEVICE IDENTIFICATION NUM  #x X
DATMODE=FULL, % DEVICE IDENTIFICATION NUM  #x X
MAXDATA=5000, «% MAX NUM BYTES IN ONE PIU  #x X
MAXPATH=1, % NUM DIAL PATHS FOR PU ok X
NETID=NETA, «% NETWORK IDENTIFIER ok X
PUTYPE=4, % PHYSICAL UNIT TYPE ok X
SUBAREA=310, % DESTINATION SUBAREA o X
TGN=1 x% TRANSMISSION GROUP NUMBER  #x

PATH DIALNO=PATH21A-890-3333, ** TELEPHONE NUMBER ok X

GID=1, % GROUP IDENTIFIER ok X
GRPNM=AO4GINN3, % SWITCHED GROUP NAME o X
PID=1, «% PATH IDENTIFIER ok X
REDIAL=1 % DIAL RETRY NUMBER *ok

x =====> END OF DATA SET A02SADO3

Defining Switched SDLC Subarea Connection for NCP A31

The VBUILD definition statement defines the beginning of this switched major node
(TYPE=SWNET).

The PU definition statement defines subarea 004, attached over a switched line that
can be dialed into or dialed out from NCP A04. IDNUM=00003 must match the
IDNUM at the other end of the switched line (see sample on page @).

For dial-out operations, the PATH definition statement defines the path to be used
to establish connection with the other subarea. GRPNM=A31GINN3 matches the
name on the GROUP definition statement in the NCP major node for NCP A31 on
page Bd. The PATH definition statement also defines the dial-out telephone number
(DIALNO=PATH21D-890-3333).

* =====> BEGINNING OF DATA SET A81SADO3

S e o o ook oo o e e ke e ko

*  A81SADO3 - VTAM SWITCHED MAJOR NODE - ICN A81 *

O SR

*  SDLC SAD CONNECTION FROM A31 TO A04 *

R

A81SADO3 VBUILD TYPE=SWNET, *% SWITCHED MAJOR NODE *% X
MAXGRP=9, *% NUMBER UNIQUE PATH GROUPS  ** X
MAXNO=9 *% NUMBER UNIQUE PHONE NUMBERS =*=

AO4PU3  PU ADDR=C1, *% STATION ADDRESS *% X
ANS=CONT, *% AUTOMATIC NETWORK SHUTDOWN *=* X
IDNUM=00003, *% DEVICE IDENTIFICATION NUM % X
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MAXDATA=5000, %% MAX NUM BYTES IN ONE PIU *% X
DATMODE=FULL, *+ MAX NUM BYTES IN ONE PIU *% X
MAXPATH=2, =% NUM DIAL PATHS FOR PU *% X
NETID=NETA, *+ NETWORK IDENTIFIER *% X
PUTYPE=4, *+ PHYSICAL UNIT TYPE *% X
SUBAREA=004, *+ DESTINATION SUBAREA *% X
TGN=1 *% TRANSMISSION GROUP NUMBER =

PATH DIALNO=PATH21D-890-3333,** TELEPHONE NUMBER *% X
GID=1, *+ GROUP IDENTIFIER *% X
GRPNM=A31GINN3, *x+ SWITCHED GROUP NAME *% X
PID=1, %% PATH IDENTIFIER *% X
REDIAL=1 x+ DIAL RETRY NUMBER *k

x =====> END OF DATA SET A81SADO3

NCP/Token-Ring Interconnection (NTRI) for Peripheral Nodes

NCP/Token-Ring Interconnection (NTRI) is an NCP function that allows a
communication controller to attach to the IBM Token-Ring Local Area Network and
that provides both subarea and peripheral node DLC services in the SNA network.
In this section we discuss the peripheral node DLC services that NTRI provides to
VTAM.

You implement this type of connection by defining both of the following:
* switched major node
* NCP major node

The switched major node defines the peripheral nodes and associated logical units
that are attached to the token ring.

The NCP major node defines both physical and logical resources:

» The token-ring interface coupler (TIC) connection for NTRI support is defined as
a physical connection in a GROUP definition statement specifying
ECLTYPE=PHYSICAL.

» The peripheral nodes that are attached to the token ring are defined as logical
connections in a GROUP definition statement specifying ECLTYPE=LOGICAL.

The name specified for GRPNM (group name) in the PATH definition statement of
the switched major node must match the name of the logical group definition in the
NCP major node.

In the configuration illustrated here, the communicating VTAMs A0O2N and A81N are
defined as type 2.1 peripheral nodes to each other and are attached to the
token-ring network through NCP A31 and NCP A04.

Below are four sample switched major nodes for the NTRI peripheral node
connection.

For the corresponding sample NCP major nodes used in this configuration, see

LALtachmg.Ee.aphe.:athdes.toAﬂANLusmg_NIBLan_pageﬁd For more
information on NTRI connections, see the 2208 Communications Server: SNA
Wetwork Implementation Guide.

Switched Major Node for Line 1088 from NCP A31

126

Code a PU definition statement for each physical unit in the switched major node.
In this sample of a switched major node residing on the AO2N node, the CPNAME
operand on the PU definition statement specifies A81N as the control point name of
a type 2.1 peripheral node. The CPNAME operand must be used for a switched
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connection, when the type 2.1 peripheral node is a VTAM. For VTAM to locate the
physical and logical unit definitions, the value of the CPNAME operand on the
switched line definition must be the same as the value of the SSCPNAME start
option in the attaching VTAM type 2.1 peripheral node.

Code a PATH definition statement in the switched major node to allow VTAM to
establish the connection to the token-ring attached peripheral node. In this sample,
the NTRIPTH PATH statement specifies for the DIALNO operand the value
0204400000003131, where

1. 02 is the token-ring interface coupler (TIC) number of the communication
controller

2. 04 is the service access point (SAP) address of the terminal

3. 400000003131 are the last six bytes of the terminal’s ring-station address.

DIALNO is required if the physical unit is used as a dial-out physical unit.

Because a dial-out connection will be made to the PU associated with this PATH
definition statement, the GRPNM operand is required. The name coded for the
GROUP definition statement in the NCP major node must match the GRPNM
operand on the PATH definition statement in the switched major node. Therefore, by
specifying GRPNM=A04BNNG1, you are restricting the users that can dial into your
system to the users in the group AO4BNNG1.

x =====> BEGINNING OF DATA SET A02S1088

S e oo ook o ek ok ook ko ko R ke ko kR kR ko

*  A025S1088 - VTAM SWITCHED MAJOR NODE - SUBAREA A02 *

* - CONNECTS TO A31 LINE 1088 *

FRK AR AR AR KA T F R AR AR AR AR K AT AR KA KA AR F KA F R K E KA KA A A KKK KA kAR

*  NTRI CASUAL CONNECTION FROM AG2 TO A81 *

Sk o ek o ok ko ok o ko ko ok ke ok ko ke ok ok e ek ok e ko ke ko ko ok ke ko

A02S1088 VBUILD TYPE=SWNET, *% SWITCHED MAJOR NODE % X
MAXGRP=9, *% NUMBER UNIQUE PATH GROUPS =% X
MAXNO=9 *% NUMBER UNIQUE PHONE NUMBERS **

NTRI0488 PU ADDR=04, *% STATION ADDRESS *% X
CPNAME=A81N, *% DESTINATION SSCP NAME *% X
MAXPATH=2, *% NUM DIAL PATHS FOR PU % X
PUTYPE=2 *% PHYSICAL UNIT TYPE *%

NTRIPTH PATH DIALN0=0204400000003131, ** TELEPHONE NUMBER % X
GRPNM=A04BNNG1 *% SWITCHED GROUP NAME *%

APPLA81 LU LOCADDR=0, *% LOGICAL UNIT LOCAL ADDRESS =*=* X
MAXSESS=2, *% SESSION LIMIT *% X
MODETAB=AMODETAB ** LOGON MODE TABLE NAME *%

* =====> END OF DATA SET A02S1088

Switched Major Node for Line 1092 from NCP A31

In this sample of a switched major node residing on the AO2N node, the CPNAME
operand on the PU definition statement specifies A81N as the control point name of
a type 2.1 peripheral node. The CPNAME operand must be used for a switched
connection, when the type 2.1 peripheral node is a VTAM.

Code a PATH definition statement in the switched major node to allow VTAM to
establish the connection to the token-ring-attached peripheral node. In this sample,
the NTRIPTH PATH statement specifies for the DIALNO operand the value
0204400000003135, where

1. 02 is the token-ring interface coupler (TIC) number of the communication
controller

2. 04 is the service access point (SAP) address of the terminal
3. 400000003135 are the last six bytes of the terminal’s ring-station address.
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DIALNO is required if the physical unit is used as a dial-out physical unit.

Because a dial-out connection will be made to the PU associated with this PATH
definition statement, the GRPNM operand is required. The name coded for the
GROUP definition statement in the NCP major node must match the GRPNM
operand on the PATH definition statement in the switched major node. Therefore, by
specifying GRPNM=A04BNNG1, you are restricting the users that can dial into your
system to the users in the group AO4BNNG1.

x =====> BEGINNING OF DATA SET A0251092

khkkhkhkhkhkhkhkhkhkhkhkhkhkhkhhkhkkhhhhhhhhhhhkhkhhhhhdhdhhdhdhdhhdhdhdhdhdhdhhdhhhhhhhhhhhhhhhhhhxx

% A02S1092 - VTAM SWITCHED MAJOR NODE - SUBAREA A02 *

* - CONNECTS TO A31 LINE 1092 *

khkkkkkhkhkkhkhkkhhkkhkhhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhhkhkhhhhhhhkhhhhhhhhhhhhhhkhhhhkhkhhkkhkkxkx

% NTRI CASUAL CONNECTION FROM A@4 TO A31 *

khkkhkhkhkhkhkhkhkhkhkhkhkhkhhhkhkhhhkhhhhkhkhkhkhkhkhkhkhkhhhhhhhhhdhhhdhhdhhhhhhhhhhhhhhhhhhhhxkx

A0251092 VBUILD TYPE=SWNET, % SWITCHED MAJOR NODE o X
MAXGRP=9, #% NUMBER UNIQUE PATH GROUPS  #* X
MAXNO=9 #% NUMBER UNIQUE PHONE NUMBERS #*

NTRI0O492 PU  ADDR=04, #% STATION ADDRESS o X
CPNAME=ASIN, #% DESTINATION SSCP NAME *x X
MAXPATH=2, #% NUM DIAL PATHS FOR PU *x X
PUTYPE=2 % PHYSICAL UNIT TYPE -

NTRIPTH PATH DIALN0=0204400000003135, ** TELEPHONE NUMBER *x X
GRPNM=A04BNNG1 #% SWITCHED GROUP NAME wo

APPLAS1 LU  LOCADDR=0, #% LOGICAL UNIT LOCAL ADDRESS #* X
MODETAB=AMODETAB #% LOGON MODE TABLE NAME o

% =====> END OF DATA SET A0251092

Switched Major Node for Line 1089 from NCP A04

In this sample of a switched major node residing on the A81N node, the CPNAME
operand on the PU definition statement specifies AO2N as the control point name of
a type 2.1 peripheral node. The CPNAME operand must be used for a switched
connection, when the type 2.1 peripheral node is a VTAM.

Code a PATH definition statement in the switched major node to allow VTAM to
establish the connection to the token-ring-attached peripheral node. In this sample,
the PATH statement named NTRIPTH specifies for the DIALNO operand the value
0204400000000032, where

1. 02 is the token-ring interface coupler (TIC) number of the communication
controller

2. 04 is the service access point (SAP) address of the terminal

3. 400000000032 are the last six bytes of the terminal’s ring-station address.

DIALNO is required if the physical unit is used as a dial-out physical unit.

Because a dial-out connection will be made to the PU associated with this PATH
definition statement, the GRPNM operand is required. The name coded for the
GROUP definition statement in the NCP major node must match the GRPNM
operand on the PATH definition statement in the switched major node. Therefore, by
specifying GRPNM=A31BNNG1, you are restricting the users that can dial into your
system to the users in the group A31BNNG1.

* =====> BEGINNING OF DATA SET A81S1089

B R T

*  A81S1089 - VTAM SWITCHED MAJOR NODE - ICN A81 *

e T e

*  NTRI CASUAL CONNECTION FROM A81 TO A02 *

""""""""""""""""" B T

A81S1089 VBUILD TYPE=SWNET, x% SWITCHED MAJOR NODE *% X
MAXGRP=9, *% NUMBER UNIQUE PATH GROUPS  »* X
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MAXNO=9 %% NUMBER UNIQUE PHONE NUMBERS **

NTRI3189 PU ADDR=04, *+ STATION ADDRESS *% X
CPNAME=AO2N, x% DESTINATION SSCP NAME *x% X
MAXPATH=2, ** NUM DIAL PATHS FOR PU *% X
PUTYPE=2 x% PHYSICAL UNIT TYPE *%

NTRIPTH PATH DIALN0=0204400000000032, ** TELEPHONE NUMBER *x% X
GRPNM=A31BNNG1 *x+ SWITCHED GROUP NAME *%

APPLAOZ LU LOCADDR=0, %% LOGICAL UNIT LOCAL ADDRESS == X
MODETAB=AMODETAB *+ LOGON MODE TABLE NAME *k

x =====> END OF DATA SET A81S51089

Switched Major Node for Line 1093 from NCP A04

Expanded Dial

In this sample of a switched major node residing on the A81N node, the CPNAME
operand on the PU definition statement specifies AO2N as the control point name of
a type 2.1 peripheral node. The CPNAME operand must be used for a switched
connection, when the type 2.1 peripheral node is a VTAM.

Code a PATH definition statement in the switched major node to allow VTAM to
establish the connection to the token-ring-attached peripheral node. In this sample,
the NTRIPTH PATH statement specifies for the DIALNO operand the value
0204400000000036, where

1. 02 is the token-ring interface coupler (TIC) number of the communication
controller

2. 04 is the service access point (SAP) address of the terminal

3. 400000000036 are the last six bytes of the terminal’s ring-station address.

DIALNO is required if the physical unit is used as a dial-out physical unit.

Because a dial-out connection will be made to the PU associated with this PATH
definition statement, the GRPNM operand is required. The name coded for the
GROUP definition statement in the NCP major node must match the GRPNM
operand on the PATH definition statement in the switched major node. Therefore, by
specifying GRPNM=A31BNNG1, you are restricting the users that can dial into your
system to the users in the group A31BNNG1.

* =====> BEGINNING OF DATA SET A81S1093

R

*  A81S1093 - VTAM SWITCHED MAJOR NODE - ICN A81 *

Sk e ok o o ke ok o o koo ke ok ko ko ko ko ke ok ko ko ok ek ek ko

*  NTRI CASUAL CONNECTION FROM A81 TO A02 *

S o oo ook e ok ok ok ek ok ok ek ok ok ek ke kR kR ko

A81S1093 VBUILD TYPE=SWNET, *% SWITCHED MAJOR NODE % X
MAXGRP=9, *% NUMBER UNIQUE PATH GROUPS =% X
MAXNO=9 *% NUMBER UNIQUE PHONE NUMBERS =**

NTRI3193 PU ADDR=04, *% STATION ADDRESS % X
CPNAME=AO2N, *% DESTINATION SSCP NAME *% X
MAXPATH=2, *% NUM DIAL PATHS FOR PU *% X
PUTYPE=2 *% PHYSICAL UNIT TYPE *%

NTRIPTH PATH DIALN0=0204400000000036, ** TELEPHONE NUMBER % X
GRPNM=A31BNNG1 *% SWITCHED GROUP NAME *%

APPLAO2 LU LOCADDR=0, *% LOGICAL UNIT LOCAL ADDRESS =*=* X
MODETAB=AMODETAB ** LOGON MODE TABLE NAME *%

x =====> END OF DATA SET A81S1093

Support

VTAM V4R2 introduces expanded dial information that enables a user of NCP V7R1
to specify up to 250 bytes of signal information on the PATH definition statement of
a switched major node. This function also enables a VTAM application program to
supply up to 250 bytes of signal data.
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VTAM can translate the signal information coded on the PATH definition statement
from a variety of input data, including

* Binary coded decimal

» Compressed alphanumeric

* Decimal

« EBCDIC

* Hexadecimal.

The expanded dial information offered in VTAM V4R2 allows greater flexibility in
specifying dial information and supports more detailed signal information. The
DLCADDR operand on the PATH definition statement of the switched major node is
used to specify this expanded dial information.

For more information on expanded dial information, see the 2208 Communicationd

Server: SNA Resource Definition Samples

The following excerpt from a switched major node illustrates the use of expanded
dial information in conjunction with a token-ring DLC.

B e R T S R R R S R R R R R Rt R R e R L

NTRI Sample

B R e R T S R R S e R R R S R R e R R R L R e

F88PH505 PATH GID=2,GRPNM=A71BNNG1, X
DLCADDR=(1,C,TR), DLC Type X
DLCADDR=(2,X,06), PORTADD X
DLCADDR=(3,X,04), Destination SAP X
DLCADDR=(4,X,400000010001) Destination NTRI Address

NTLUO505 LU LOCADDR=2,DLOGMOD=D6327802,VPACING=63, X

FEATUR2=EDATS,PACING=63,USSTAB=AUSSTAB

X.25 NCP Packet Switching Interface (NPSI) Connections

The X.25 NCP Packet Switching Interface NPSI is an IBM-licensed program that
allows SNA users to communicate over packet switched data networks that have
interfaces complying with Recommendation X.25 (Geneva 1980) of the CCITT. For
a VTAM MVS system to attach to X.25 through a port owned by VTAM, it must do
so via NPSI.

Single-Domain Connections

You can implement communication between an SNA host node and an SNA
peripheral node by installing X.25 NPSI in the NCP at the host site. For more
information on implementing this type of configuration, refer to X.25 Network Control
Program Packet Switching Interface Planning and Installation.

NPSI X.25 Switched Subarea Short Hold Mode Connections

130

NPSI also supports multidomain connections. Two NCP subarea nodes can
communicate across an X.25 packet switching data network with the support of the
X.25 NPSI program product. Both permanent virtual circuit and switched virtual

circuit connectivity options are supported. See [Eigure 26 on page 104 for a picture

of a multidomain connection across an X.25 network.

X.25 switched virtual circuit (SVC) subarea communication provides connectivity
between two subarea nodes over switched virtual circuits. Short hold mode reduces
the charge for SVCs, when charging is based on the length of connected time, by
clearing the SVC during periods of inactivity and reestablishing the SVC when the
connection is required to transmit information.
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To define switched subarea short hold mode connections, resources must be
defined in a switched major node and an NCP major node on both sides of the
connection.

In the switched major node,

 SHM=YES must be specified in the PATH statement associated with the PU
definition that is selected when the two link stations make contact.

» Each PATH statement must specify on the GRPNM keyword the label of the NCP
GROUP statement that includes the virtual circuit. This label is defined by the
NCPGRP keyword of the X25.LINE definition statement of the NCP major node.

» DIALNO is required on the PATH statement to permit outgoing calls.

* The SHMTIM operand may be coded on the PATH statement to specify the time,
in seconds and tenths of seconds, to be used as the short-hold mode timer for a
short-hold mode connection.

* The PU statements prior to the PATH statements must specify PUTYPE=4 or
PUTYPE=5.

For instructions on how to code the NCP major node, see page fod.

For an example of a switched major node that defines one side of a switched
subarea short-hold mode connection, see the switched major node named
ﬁSADSM below. For the corresponding NCP major node definition, see page
108,

AOQ1SADSM VBUILD MAXGRP=5,MAXNO=5,TYPE=SWNET

*
B e e e T R R R S R S S T S R R R L e

* SAD CONNECTION TO SUBAREA 02 *
R SR
*

SADPUOL PU SUBAREA=02 ,ADDR=01,ANS=CONT, IDNUM=88888 ,MAXDATA=1024, X
MAXPATH=2 ,MAXOUT=7,TGN=1,PUTYPE=4

SADPATH1 PATH DIALNO0=5551234531%555123453210701,GID=128,PID=01, X
SHM=YES, SHMTIM=1000, GRPNM=AGA28SAD

*

Expanded Dial Support

VTAM V4R2 introduces expanded dial information that enables a user of NPSI
V3R7 to specify up to 250 bytes of signal information on the PATH definition
statement of a switched major node. This function also enables a VTAM application
program to supply up to 250 bytes of signal data.

VTAM can translate the signal information coded on the PATH definition statement
from a variety of input data, including

» Binary coded decimal

» Compressed alphanumeric

* Decimal

« EBCDIC

* Hexadecimal

The expanded dial information offered in VTAM V4R2 allows greater flexibility in
specifying dial information and supports more detailed signal information.

The DLCADDR operand on the PATH definition statement of the switched major
node is used to specify this expanded dial information.
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For more information on expanded dial information, see the zZ0S Communicationd
B —SNA R Definiion S a3

In the example below, each DLCADDR operand specifies a subfield that is identified
by the subfield identifier—the first number enclosed in parentheses.

Subfield Identifier

Meaning

1 DLC type identifier (X25)

20 Dial information used to initiate a connection with a physical unit over a
switched link

30 The User Facilities

In addition, the dial information in subfield 20 is broken down as follows:

5551234571
Address of the called DTE

5551234504
Address of the calling DTE

2 The one-digit VC code that determines the LLC type

o1 Points to the VCCPT definitions genned in the NPSI gen
o1 Points to the OUFT definitions genned in the NPSI gen
81002 5-character IDNUM (valid only for LLCO and LLC5)

B R R e R T S T R R S R R R S R R e R R e R L R e

NPSI Sample - Expanded Dial Support

.................... Ak k kA k A AR I A AR I A AR A I AR AT h A AT h AR T h AT T hh kT T r kT Trr®

*

PCNEPOO1 PU ADDR=01,PACING=1,DISCNT=YES,MAXDATA=263,MAXPATH=1,
MAXOUT=1,ANS=CONT,PUTYPE=1, IDNUM=81002, IDBLK=069,
VPACING=2

PCPTHOO2 PATH GRPNM=AGOO1SVC,GID=128,PID=01,
DLCADDR=(1,C,X25),
DLCADDR=(20,C,5551234571+x555123450420101+81002) ,
DLCADDR=(30,X,420707430404) ,

PCNELOO1 LU LOCADDR=0, LOGAPPL=TPNSO1

*

* ok X X

NCP Type 2.1 Switched SDLC Casual Connection

132

In this section the samples describe a type 2.1 casual connection between two
NCPs over a switched SDLC link. In this context, a casual connection occurs when
you define the two VTAM-NCP combinations as type 2.1 peripheral nodes to each
other.

In this configuration, VTAM AO2N is channel-attached to NCP A04 and VTAM A81N
is channel-attached to NCP A31. There are two switched SDLC connections
between NCP A04 and NCP A31. For a picture of this type of configuration (albeit
with one switched connection, instead of two), see Ei .

Each VTAM must define one NCP major node and two switched major nodes (one
for each connection).

Switched major nodes AO2CCN04 and A02CCN36 reside on VTAM A02N and
define switched SDLC casual connections from NCP A04 to NCP A31. Switched
major nodes A81CCNO04 and A81CCN36 reside on VTAM A81N and define
switched SDLC casual connections from NCP A31 to NCP A04.
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Note that for a switched connection, when the type 2.1 peripheral node is a VTAM,
the CPNAME operand must be used. The CPNAME operand specifies the control
point name of the type 2.1 peripheral node.

The NCP major node definitions are in ENCP Type 2 1 Switched SDLC Casual
Connection” on page 99. The switched major node definitions are below.

Note: The names of the logical line groups in the NCP major node must match the
names specified by the GRPNM operand in the PATH statement of the
switched major nodes.

SDLC Casual Connections from NCP A04 to NCP A31

* =====> BEGINNING OF DATA SET A02CCNO4

a2y

% AO2CCNO4 - VTAM SWITCHED MAJOR NODE - SUBAREA AQ2 *

R R R

*  SDLC CASUAL CONNECTION FROM A04 TO A31 *

B R Rt 2 T S A s 2 A T TR T AT

A02CCNO4 VBUILD TYPE=SWNET, *x SWITCHED MAJOR NODE x% X
MAXGRP=9, *x NUMBER UNIQUE PATH GROUPS == X
MAXNO=9 x% NUMBER UNIQUE PHONE NUMBERS =

SWCHO404 PU ADDR=C1, *% STATION ADDRESS *x% X
ANS=CONT, *% AUTOMATIC NETWORK SHUTDOWN == X
ASDP=YES, *x DYN DIAL - SEE AO2APPLS xx X
CPNAME=A81N, *% DESTINATION SSCP NAME *x% X
MAXDATA=256, *%x MAX NUM BYTES IN ONE PIU xx X
MAXPATH=2, *x NUM DIAL PATHS FOR PU *x% X
PUTYPE=2 x+ PHYSICAL UNIT TYPE *k

SWCPTHO4 PATH DIALNO=47667, *% TELEPHONE NUMBER *% X
GID=1, *x GROUP IDENTIFIER *% X
GRPNM=A04CCNG1, *x SWITCHED GROUP NAME xx X
PID=1, %% PATH IDENTIFIER x% X
REDIAL=4 x+ DIAL RETRY NUMBER *%

APPLA81 LU LOCADDR=0, x% LOGICAL UNIT LOCAL ADDRESS == X
MODETAB=AMODETAB, *+ LOGON MODE TABLE NAME *% X
PACING=(1,1) x% LU - BOUNDARY NODE PACING =

* =====> END OF DATA SET A02CCNO4

* =====> BEGINNING OF DATA SET A02CCN36

R T R A LT T T e e

*  AO2CCN36 - VTAM SWITCHED MAJOR NODE - SUBAREA A02 *

R S T T T TP e

*  SDLC CASUAL CONNECTION FROM A04 TO A31 *

B R R 2 T S A s 2 A2 X ST T T

AO2CCN36 VBUILD TYPE=SWNET, *x% SWITCHED MAJOR NODE x% X
MAXGRP=9, *x NUMBER UNIQUE PATH GROUPS == X
MAXNO=9 *% NUMBER UNIQUE PHONE NUMBERS =

SWCHO436 PU ADDR=C1, *% STATION ADDRESS *x% X
ASDP=YES, *x DYN DIAL - SEE AO2APPLS *x% X
ANS=CONT, x% AUTOMATIC NETWORK SHUTDOWN =% X
CPNAME=A81N, *x DESTINATION SSCP NAME *x% X
MAXDATA=256, *x MAX NUM BYTES IN ONE PIU xx X
MAXPATH=2, **x NUM DIAL PATHS FOR PU *x% X
PUTYPE=2 *+ PHYSICAL UNIT TYPE *k

SWCPTH36 PATH DIALNO=47667, x% TELEPHONE NUMBER - DIAL47 % X
GID=1, *x GROUP IDENTIFIER *% X
GRPNM=A04CCNG1, *x SWITCHED GROUP NAME x% X
PID=1, %% PATH IDENTIFIER x% X
REDIAL=4 x+ DIAL RETRY NUMBER *%

APPLA81 LU LOCADDR=0, *% LOGICAL UNIT LOCAL ADDRESS == X
MODETAB=AMODETAB, *+ LOGON MODE TABLE NAME *% X
PACING=(1,1) x% LU - BOUNDARY NODE PACING =

* =====> END OF DATA SET AO2CCN36
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SDLC Casual Connections from NCP A31 to NCP A04

« =====> BEGINNING OF DATA SET A81CCNO4

ER R R R R R T R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R

x  ABICCNO4 - VTAM SWITCHED MAJOR NODE - ICN A8l *

KRR R AR AR R R A AR A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A KA A AKXk hh k% **x%x

«  SDLC CASUAL CONNECTION FROM A3l TO A04 *

khkkkkkhkhkkhkhkkhkhhkkhkhhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhhkhkhhhhhhhhhhhhhhhhhhhhhhhhhkkhhkkhkkxkx

AB1CCNO4 VBUILD TYPE=SHWNET, % SWITCHED MAJOR NODE ok X
MAXGRP=9, «% NUMBER UNIQUE PATH GROUPS  #x X
MAXNO=9 x% NUMBER UNIQUE PHONE NUMBERS #x

SWCH3104 PU  ADDR=CI, % STATION ADDRESS o X
ANS=CONT, x% AUTOMATIC NETWORK SHUTDOWN s X
CPNAME=A2N, % DESTINATION SSCP NAME ok X
MAXDATA=256, «% MAX NUM BYTES IN ONE PIU  #x X
MAXPATH=2, % NUM DIAL PATHS FOR PU ok X
PUTYPE=2 % PHYSICAL UNIT TYPE *k

SWCPTHO4 PATH DIALNO=45412, % TELEPHONE NUMBER - DIAL45  x X
GID=1, % GROUP IDENTIFIER ok X
GRPNM=A31CCNG1, % SWITCHED GROUP NAME ok X
PID=1, % PATH IDENTIFIER ok X
REDIAL=4 % DIAL RETRY NUMBER *ok

APPLAG2 LU  LOCADDR=0, #% LOGICAL UNIT LOCAL ADDRESS #x X
MODETAB=AMODETAB, «% LOGON MODE TABLE NAME o X
PACING=(1,1) % LU - BOUNDARY NODE PACING %

x =====> END OF DATA SET A81CCNO4

x =====> BEGINNING OF DATA SET A81CCN36

khkkhkkhkhkhkhkhkhkhkhhkhkhhhkhkhhhkhkhhkhkhkhkhkhkhkhkhkhkhkhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhxkx

«  AB1CCN36 - VTAM SWITCHED MAJOR NODE - ICN A8l *

khkkhkhkhkhkhkhkhkhkhkhkhkhkhkhhkhkhhhhhhhhhhhkhhhhkhhdhdhhdhdhdhdhdhdhdhdhdhdhhdhhdhhhhhhhhhhhhhhhhkxx

x  SDLC CASUAL CONNECTION FROM A31 TO A04 %

dhkkhkhkhkhkhkhkhkhkhkhhhkhhhkhkhhhhhhhhhhhhhhdhhddhhddhdhdhdhdhdhdhdhdhhdhhhhhhhhhhhhhhhkhdxx

AB1CCN36 VBUILD TYPE=SWNET, % SWITCHED MAJOR NODE ok X
MAXGRP=9, % NUMBER UNIQUE PATH GROUPS  #x X
MAXNO=9 «% NUMBER UNIQUE PHONE NUMBERS #x

SWCH3136 PU  ADDR=CI, «% STATION ADDRESS ok X
ANS=CONT, x% AUTOMATIC NETWORK SHUTDOWN #x X
CPNAME=A2N, «% DESTINATION SSCP NAME ok X
MAXDATA=256, x% MAX NUM BYTES IN ONE PIU  #x X
MAXPATH=2, % NUM DIAL PATHS FOR PU ok X
PUTYPE=2 % PHYSICAL UNIT TYPE *ok

SWCPTH36 PATH DIALNO=45412, % TELEPHONE NUMBER - DIAL45  x X
GID=1, % GROUP IDENTIFIER ok X
GRPNM=A31CCNG1, % SWITCHED GROUP NAME o X
PID=1, % PATH IDENTIFIER ok X
REDIAL=4 % DIAL RETRY NUMBER *ok

APPLAG2 LU  LOCADDR=0, % LOGICAL UNIT LOCAL ADDRESS #x X
MODETAB=AMODETAB, % LOGON MODE TABLE NAME ok X
PACING=(1,1) % LU - BOUNDARY NODE PACING  #x

x =====> END OF DATA SET A81CCN36

Attaching a Peripheral Node over an IBM 3172 Interconnect Controller

In the following example, a PS/2 (not shown) is connected to VTAM through a
3172-token ring connection.
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VTAM VTAM
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-

Figure 27. LAN Support through an IBM 3172. Host AO2 is a subarea node (SA). Host A500
is a migration data host (MDH).

The switched major node below, together with the external communication adapter

major node in EXCA Major Node for Host AQ2 (Token-Ring | AN)” on page 53,

defines the switched connection to this peripheral node.

In the switched major node, the PU definition statement defines peripheral physical
units on switched lines that can be dialed into or out from the host through the 3172
Interconnect Controller. For the Personal System/2 attached to the LAN, the
CPNAME operand is coded and PUTYPE is specified as 2, indicating that the
Personal System/2 is defined as a type 2.1 peripheral node.

For dial-out operations, the PATH definition statement defines the paths used to
connect the physical unit to the host through the 3172 Interconnect Controller. Thus,
DIALNO specifies the telephone number (in EBCDIC) used to initiate a connection
with the Personal System/2 (PS/2). GRPNM=GP2BC1 on the PATH statement
matches the group name in the external communication adapter major node for
host A02.

The LU definition statements define the LUs associated with the Personal System/2.
* =====> BEGINNING OF DATA SET SWPS2

dhkkhkhkhkhkhkhkhkkhkhhkhkhhhhhhhhhhhkhhhhhhdhdhhhdhdhhdhdhdhdhdhdhhdhhhhhhhhhhhhhhhhhhhhkhkkxkx
x  SWPS2 SWITCHED MAJOR NODE FOR 3172/LAN
dhkkhkhkkhkhkhhkhkhhhkhhhhhhhhhhhhhhhdkhhdhdhdhdhdhdhdhddhdhdhdhdhhdhhhhhhhhhhhhhhhhhhdkdhdxx
SWBCO VBUILD TYPE=SWNET,

MAXNO=8, X

MAXGRP=8
AR AR R AR AR R AR A A A A A A Ak A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A AKXk hx*
= DIAL IN/OUT GROUPS
KRR AR AR AR R R A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A KI A AKX Ak hh k%
PS2 PU  ADDR=01,

CPNAME=PS2B101,

DISCNT=YES,

IRETRY=YES,

LOGTAB=INTERP,

MAXDATA=256,

>

>X XX XX X X X
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MAXPATH=5, X
MODETAB=AMODETAB,
PUTYPE=2, X
USSTAB=AUSSTAB

B o o o e R R R T S R R R R S S R L R R L L

*NOTE: THE LAST 8 DIGITS OF DIALNO ARE THE MAC FOR THE PS/2.

>

* GRPNM IS THE GROUP LABEL FOR THE SWITCHED LINE FOUND IN THE

* EXTERNAL COMMUNICATION ADAPTER (XCA) MAJOR NODE

R R R R R R R R R R R R R R R R R S R R R R R R R R R R R R R R

PTH1IA1l PATH DIALN0=01044000077777B1, X
GRPNM=GP2BC1

PS2B1011 LU DLOGMOD=M232781I, X
ISTATUS=INACTIVE, X
LOCADDR=2

PS2B1012 LU DLOGMOD=M232781, X
ISTATUS=INACTIVE, X
LOCADDR=3

PS2B1013 LU DLOGMOD=M232781I, X
ISTATUS=INACTIVE, X
LOCADDR=4

PS2B1014 LU DLOGMOD=M232781I, X
ISTATUS=INACTIVE, X
LOCADDR=5

x =====> END OF DATA SET SWPS2

To permit the establishment of a SSCP-PU session for SNA management services
communications between the IBM 3172 and NetView, you must define both an XCA
major node that specifies the operand MEDIUM=BOXMGR on the PORT definition
statement, and a switched major node definition that specifies an IDBLK value of
074 and a PUTYPE of 2 on the PU definition statement. The switched major node
for the PU of the 3172 does not need a PATH statement, and there should be no
LU definitions. A sample switched major node definition follows:

B e e e S R T S T R R R S S R R R R R L L s e

SBOXMUO1 - VTAM SWITCHED MAJOR NODE FOR BOX MANAGER FOR 3172

DESCRIPTION: VTAM SMN MATCHING 3172 XCA MAJOR NODE -
ALLOWS BOX MANAGER CONNECTION

S e e oo ook ko ko ook ko ko ko ek ok ek ok ek Rk Rk ko

BXMUO1  VBUILD TYPE=SWNET,MAXGRP=8,MAXNO=50

SWPBXMO1 PU MAXPATH=5,MAXDATA=256 ,ADDR=01,PUTYPE=2,IDNUM=12301, X

DISCNT=YES,DYNLU=YES,NETID=NETA,IDBLK=074

For the corresponding XCA major node, see XCA Major Node for a Box Managed

* Ok X X X
* Ok kX X

CP-CP Sessions through 3172-Attached Token-Bus LAN

A 3172 connection can be used to establish CP-CP sessions between two network
nodes, or between a network node and an end node. The following example shows
how to establish CP-CP sessions between two network nodes across a

3172-attached token-bus LAN. See ECP-CP Sessions through 3172-attached

= for the resource definition requirements for such a
connection. The sample XCA major node definitions are found in that same section.
The sample switched major node definitions are shown below.

Switched Major Node for Token-Bus LAN in Network Node SSCP1A

B R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R

*

*  NAME: SWXCAIA  (SWITCHED MAJOR NODE FOR HOST SSCP1A
* FOR 3172 TESTING)
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USE: TO BE USED IN CONJUNCTION WITH HOST SSCPI1A
XCA MAJOR NODE XCAIA. THE GROUP NAMES ON
THE PU POINT BACK TO THE XCA LOGICAL GROUPS.

THIS DEFINES THE SWITCHED PU'S FOR APPN CONNECTIONS.

* % X X X ok %

EE R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R

SWXCALIA  VBUILD TYPE=SWNET,MAXNO=256,MAXGRP=256

*

SW1A2A  PU MAXPATH=5,MAXDATA=256,ADDR=03, X
CPNAME=SSCP2A,CPCP=YES, X
PUTYPE=2

PATH2ZA  PATH DIALNO=0104004A11111111, X

GRPNM=GP1A2A
SWLU2A0 LU LOCADDR=0, ISTATUS=INACTIVE

*

Note that the value GP1A2A on the GRPNM operand of the PATH statement
matches the name of the switched line group in the XCA major node in SSCP1A

(see EXCA Major Node for Token-Bus | AN for Network Node SSCP1A” on page 58).
Switched Major Node for Token-Bus LAN in Network Node SSCP2A

R e e R R T T T R R R S S R L S S L L s L L

NAME : SWXCA2A  (SWITCHED MAJOR NODE FOR HOST SSCP2A
FOR 3172 TESTING)

USE: TO BE USED IN CONJUNCTION WITH HOST SSCP2A
XCA MAJOR NODE XCA2A. THE GROUP NAMES ON
THE PU POINT BACK TO THE XCA LOGICAL GROUPS.

THIS DEFINES THE SWITCHED PU'S FOR APPN CONNECTIONS.

EE R I R

Jeok ok ok Ko ok ko ok ko ok T o ok T ok ok o ok o e ok o ok o ok o ok ok ok ok o o ok ok o ok ko ok ok o ok ok

SWXCA2A  VBUILD TYPE=SWNET,MAXNO=256,MAXGRP=256

*

SW2A1A  PU MAXPATH=5,MAXDATA=256,ADDR=01, X
CPNAME=SSCP1A,CPCP=YES, X
PUTYPE=2

PATHIA  PATH DIALNO=0104003A11111111, X

GRPNM=GP2A1A
SWLU1AO LU LOCADDR=0, ISTATUS=INACTIVE

*

Authorized Transmission Priority for LEN Connections

In the A81SMNCP switched major node below, AUTHLEN=YES specifies that a
session between two independent LUs through a subarea network will use the
same transmission priority for both type 2.1 LEN connections (entry and exit).
AUTHLEN may only be specified where type 2.1 is specified and the connection is
to be attempted as an APPN connection. AUTHLEN=YES is the default.

* =====> BEGINNING OF DATA SET A81SMNCP
S e ok o ok ko ok o o ok ek ok ko ok ko ke ko ko ok ko ok e ko ok ook e ok ek ok ke ok ko ok
* ABISMNCP - SWITCHED MAJOR NODE FOR A8IN *
S e oo ook o ko koo ko ke ko ek ok ek ook ko ook e ok ek ok ek ko ok
VBUILD TYPE=SWNET, % SWITCHED MAJOR NODE **xX
MAXGRP=2, *% NUMBER OF UNIQUE PATH GROUPS *%X
MAXNO=4 ** NUMBER OF UNIQUE TELEPHONE NUMBERS #*
* CONNECTION TO AO1 THROUGH A3INCP (A31TR88) AND AGANCP (AQ4TR89)
AO1PU PU ADDR=C1, *% LINK STATION ADDRESS *%X

ANS=CONTINUE, % AUTOMATIC NETWORK SHUTDOWN VALUE  #*X
AUTHLEN=YES, *% AUTHORIZED TRANSMISSION PRIORITY %X
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CONNTYPE=APPN, *x CONNECTION TYPE *%X

CPCP=YES, *% CP-CP SESSION SUPPORT *%X
CPNAME=AO1N, x% CONTROL POINT NAME *xX
IDBLK=056, x+ ID BLOCK *%X
IDNUM=32395, %% 1D NUMBER x%X
ISTATUS=ACTIVE, =% INITIAL ACTIVATION STATUS *%X
MAXDATA=256, *% MAXIMUM DATA RECEIVED *%X
MAXOUT=7, *% MAXIMUM DATA SENT *%X
MAXPATH=3, ** NUMBER OF DIAL PATHS *%X
PACING=7, x% DATA FLOW PACING *xX
PASSLIM=5, *+ NUMBER OF PIUS *%X
PUTYPE=2, *% PHYSICAL UNIT TYPE x%X
SSCPFM=FSS, ** RU TYPES SUPPORTED *%X
VPACING=14 *% \TAM PACING *%
PATHO1 ~ PATH DIALNO=0104400000000032, %% TELEPHONE NUMBER *%X
GID=5, ** GROUP IDENTIFIER *%X
GRPNM=A31BNNG1, ** GROUP NAME *xX
PID=1, *% PATH IDENTIFIER *%X
REDIAL=3, ** NUMBER OF REDIALS x%X
USE=YES ** IS PATH INITIALLY USABLE *%
x =====> END OF DATA SET A8ISMNCP

Dependent LU Server Function

The dependent LU server (DLUS) function of VTAM facilitates conversion from a
subarea environment to an APPN environment, allowing you to maintain central
management of remote dependent LUs while benefiting from APPN throughout a
network.
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Figure 28. VTAM Functioning as a Dependent LU Server

Two LU 6.2 sessions (one inbound, one outbound) are established between a
dependent LU server (DLUS) node (an APPN network node) and a dependent LU
requester (DLUR) node (an APPN end node or network node that owns dependent
LUs). These LU 6.2 sessions are collectively known as the CPSVRMGR pipe. The
CPSVRMGR pipe sessions must be established over APPN and VRTG links only.

SSCP-PU and SSCP-LU session flows use the CPSVRMGR pipe. An SSCP-PU
session is established between the DLUS node and the dependent LU’s owning
PU, and an SSCP-LU session is established between the DLUS node and the
dependent LU. Session initiation flows for the dependent LU are sent over the
SSCP-LU session, and VTAM can use subarea or APPN flows to initiate the LU-LU
session.

m shows an example of a non-adjacent DLUS-DLUR configuration.

DLUR-initiated Connection (Dial-In)

Activation of the PU can be either DLUR-initiated or DLUS-initiated. For
DLUR-initiated PU activation, no system definition is required. Instead, the dynamic
switched definition facility is used to dynamically define the PU. For information on
this facility, see the z20S Communications Server: SNA Network Implementation
Guidd. Alternatively, you can code a switched major node for the DLUR-supported
PU. For instance, in the case where the DLUR is in Communications Manager/2,
you can code a switched major node that specifies IDBLK and IDNUM values that,
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when combined, match the value specified for NODE_ID in the Communications
Manager/2 DEFINE_DEPENDENT_LU_SERVER definition statement.

DLUS-initiated Connection (Dial-Out)

For DLUS-initiated PU activation, define the dependent LU requester by specifying
the DLURNAME and DLCADDR operands on the PATH definition statement in a
switched major node residing on the DLUS node. DLURNAME specifies the CP
name of the DLUR that owns the PU. If you do not code the network ID of the
DLUR, it defaults to the network ID of the dependent LU server. DLCADDR
specifies data link control (DLC) information used by the DLUR to locate the PU. In
addition, specify the MAXDLUR operand on the VBUILD definition statement to
indicate the maximum number of unique DLURs defined for this switched major
node.

You may also specify DWACT=YES on the PU statement to ensure that VTAM
initiates the connection as soon as the major node is activated. Otherwise, a VARY
DIAL command will need to be performed on the physical unit after activation.

Sample Switched Major Node for a Dependent LU Server

140

The following example shows a switched major node for a Dependent LU Server. It
defines DLURs for the PUs and LUs that will use this host as a dependent LU
server (DLUS). This deck is valid only for network nodes or interchange nodes.

The MAXDLUR operand on the VBUILD definition statement specifies 20 as the
maximum number of unique DLUR node definitions in this switched major node
deck.

All the PU definition statements specify values for the IDBLK and IDNUM operands,
indicating that these are all DLUR PUs that can initiate a CPSVRMGR connection
by dialing in.

Both the DLURNAME and DLCADDR operands are coded on the PATH statements,
indicating that the dependent LU server has the capability of initiating the
CPSVRMGR connection to all the specified DLUR PUs by performing a dial-out.
The DLURNAME operand on the PATH statements identifies:

< NNCPA1 as the DLUR that owns PUs AA1PUA, AA1PUC, AA1PUD, and
AA1PUE

¢ NNCPAS3 as the DLUR that owns PU AA3PUA
« ENCPA4 as the DLUR that owns PU AA4PUA.

If the DLUS and the DLUR are in different networks, the name assigned to
DLURNAME must be network-qualified.

The first DLCADDR entry on the PATH definition statement contains information that
identifies the DLC type. For instance, in the PATH definition statement labeled
PATHAAT1A, the first DLCADDR entry specifies (1,C,INTPU):

1 The first DLCADDR entry must have a subfield_id of 1.

C The data format of the dial information is EBCDIC.

INTPU The DLC type is internal PU.

For the Communications Manager/2’s implementation of the DLUR,
DLCADDR=(1,C,INTPU) must be coded for the first DLCADDR entry because the
only DLC type supported by this implementation is internal PU.
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The remaining DLCADDR entries define the DLC signaling information (addresses
and dial digits) for each DLC type. In the same PATH definition statement, this
information is specified as (2,X,056A1001):

2 This subfield_id is specified by the DLC type.
X The data format of the dial information is hexadecimal.
056A1001

This is the DLC signaling information.

The value 056A1001 matches the IDBLK and IDNUM values, 056 and A1001,
respectively, specified on the PU definition statement. In addition to this matching
requirement, the IDBLK/IDNUM specified in the switched major node must also
match the NODE_ID value specified in the Communications Manager/2 response
file (RSP) or node definition file (NDF), for the associated LOGICAL_LINK
statement.

The LOCADDR coded on the LU definition statement in the switched major node
must match the NAU_ADDRESS value, for a specific DLUR-supported LU, that is
defined in the Communications Manager/2 RSP or NDF files.

R R o e e T R R T T S R S T e S L R S L e R L e

*  SWDLR1A - SWITCHED DECK FOR DLUS/DLUR (DEPENDENT LU SERVER)
* TESTING

S o oo ook o ko oo ko ok o ek o ek ek e ke ke
*

SWDLRALL VBUILD TYPE=SWNET,MAXNO=20,MAXGRP=20,MAXDLUR=20

*
B R R s

* INTERNAL PU_T2.0 IN DLUR NETA.NNCPA1

hhhkhhkhhhhhhhrhrhrhhdhddhddhkddhhdhhkdhhhkhhhkhhhhdhhhhhhhhhhhhhhhhhhrhhhhhkrxk

*

AAIPUA  PU ADDR=01, ** LINK STATION ADDRESS *% X
IDBLK=056, x% DEVICE TYPE *% X
IDNUM=A1001, x% SERIAL NUMBER OF DEVICE =% X
ISTATUS=ACTIVE, x* BECOMES ACTIVE WITH NODE =+ X
MAXPATH=1 x* NUMBER OF DIAL PATHS *%

PATHAAIA PATH PID=1, ** PATH IDENTIFIER *% X
DLURNAME=NETA.NNCPA1, =+ NAME OF DLUR FOR PU *% X

DLCADDR=(1,C,INTPU), ** DLC TYPE INFORMATION *% X
DLCADDR=(2,X,056A1001) ** DLC SIGNAL INFORMATION  *=*

*

AAILUAL LU  LOCADDR=1, #% LU'S LOCAL ADDRESS wx X
PACING=(1,1), X
VPACING=2, X
MODETAB=MODETAB2

AAILUA2 LU  LOCADDR=2, X
PACING=(1,1), X
VPACING=2, X
MODETAB=MODETAB?2

AAILUA3 LU  LOCADDR=3, X
PACING=(1,1), X
VPACING=2, X
MODETAB=MODETAB2

AAILUA4 LU  LOCADDR=4, X
PACING=(1,1), X
VPACING=2, X

MODETAB=MODETAB2

S e ok o ok ko ok o ok ok ok ko ok o ko ke ok ko ok ek ok ke ok ok ook ek ke ko ke ok
* EXTERNAL PU_T2.0 ON TOKEN RING ON DLUR NETA.NNCPA1

S o oo ook o ook ok ko ok ko ek ok ke ek ok e ke ek ke ok
*

AA1PUC  PU ADDR=03,
IDBLK=056, X

><
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PATHAA1C PATH

AA1LUC1 LU

AAILUCZ LU

AAILUC3 LU

AA1LUC4 LU

IDNUM=A1003,
ISTATUS=ACTIVE,
MAXPATH=1

PID=1,
DLURNAME=NETA.NNCPAL,
DLCADDR=(1,C,TR),
DLCADDR=(2,X,056A1003) ,
DLCADDR=(3,X,04),
DLCADDR=(4,X,4000056A1003)
LOCADDR=1,
PACING=(1,1),
VPACING=2,
MODETAB=MODETAB?2
LOCADDR=2,
PACING=(1,1),
VPACING=2,
MODETAB=MODETAB2
LOCADDR=3,
PACING=(1,1),
VPACING=2,
MODETAB=MODETAB2
LOCADDR=4,
PACING=(1,1),
VPACING=2,
MODETAB=MODETAB?2

B o o R R R R R S T R R T e S L R L e

= EXTERNAL PU_T2.1 ON TOKEN RING ON DLUR NETA.NNCPA1

B e o e R T R R S R R S L e S L R R R e

*

AAIPUD  PU

PATHAA1D PATH

AA1LUD1 LU

AA1LUDZ LU

AA1LUD3 LU

AA1LUD4 LU

ADDR=04,

IDBLK=056,
IDNUM=A1004,
CPNAME=LENCPA14,
ISTATUS=ACTIVE,
MAXPATH=1

PID=1,
DLURNAME=NETA.NNCPA1,
DLCADDR=(1,C,TR),
DLCADDR=(2,X,056A1004) ,
DLCADDR=(3,X,04),
DLCADDR=(4,X,4000056A1004)
LOCADDR=1,
PACING=(1,1),
VPACING=2,
MODETAB=MODETAB2
LOCADDR=2,
PACING=(1,1),
VPACING=2,
MODETAB=MODETAB2
LOCADDR=3,
PACING=(1,1),
VPACING=2,
MODETAB=MODETAB2
LOCADDR=4,
PACING=(1,1),
VPACING=2,
MODETAB=MODETAB2

B R R e R T S ST R S L e S L R e L e L e e e

* EXTERNAL PU_T2.1 ON TOKEN RING ON DLUR NETA.NNCPA1
* NOTE: THIS PU IS NONNATIVE NETWORK ATTACH (NETQ).

B o R T R R R R S S R S R R R L R L R R e

*

AAIPUE PU

ADDR=05,
IDBLK=056,
IDNUM=A1005,
CPNAME=LENCPA15,
ISTATUS=ACTIVE,
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PATHAALE PATH

AAILUE1

AA1LUEZ

LU

LU

MAXPATH=1
PID=1,
DLURNAME=NETA.NNCPAL,
DLCADDR=(1,C,TR),
DLCADDR=(2,X,056A1005) ,
DLCADDR=(3,X,04),
DLCADDR=(4,X,4000056A1005)
LOCADDR=1,

PACING=(1,1),

VPACING=2,
MODETAB=MODETAB?
LOCADDR=2,

PACING=(1,1),

VPACING=2,
MODETAB=MODETAB?

> >< > X X X

>< >

> >

R R o o R T R R T S T R R T e S T R R E

* INTERNAL PU_T2.0 IN DLUR NETA.NNCPA3

R R o o e e R T R R T S S R R T e S L R L R L R e

*

AA3PUA

PATHAA3A PATH

AA3LUA1

AA3LUA2

AA3LUA3

AA3LUA4

PU

LU

LU

LU

LU

ADDR=07,

IDBLK=056,
IDNUM=A3001,
ISTATUS=ACTIVE,
MAXPATH=1

PID=1,
DLURNAME=NETA.NNCPA3,
DLCADDR=(1,C, INTPU),
DLCADDR=(2,X,056A3001)
LOCADDR=1,
PACING=(1,1),
VPACING=2,
MODETAB=MODETAB2
LOCADDR=2,
PACING=(1,1),
VPACING=2,
MODETAB=MODETAB?2
LOCADDR=3,
PACING=(1,1),
VPACING=2,
MODETAB=MODETAB2
LOCADDR=4,
PACING=(1,1),
VPACING=2,
MODETAB=MODETAB2

>< > > X<

EE R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R

* INTERNAL PU_T2.0 IN DLUR NETA.ENCPA4

B R R R R R R R R R R R R R R R R R R T R S T R S R R R R R R R R

*

AA4PUA

PATHAA4A PATH

AA4LUA1

AA4LUAZ LU

PU

LU

ADDR=08,

IDBLK=056,
IDNUM=A4001,
ISTATUS=ACTIVE,
MAXPATH=1

PID=1,
DLURNAME=NETA.ENCPA4,
DLCADDR=(1,C,INTPU),
DLCADDR=(2,X,056A4001)
LOCADDR=1,
PACING=(1,1),
VPACING=2,
MODETAB=MODETAB2
LOCADDR=2,
PACING=(1,1),
VPACING=2,

>x< > X X
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MODETAB=MODETAB2

AA4LUA3 LU LOCADDR=3, X
PACING=(1,1), X
VPACING=2, X
MODETAB=MODETAB2

AA4LUA4 LU LOCADDR=4, X
PACING=(1,1), X

VPACING=2, X
MODETAB=MODETAB2

For a configuration where the VTAM DLUS host and the Communications
Manager/2 DLUR node are adjacent, the FQ_ADJACENT_CP_NAME defined on
the DEFINE_LOGICAL_LINK statement in the Communications Manager/2
definitions should be the CPNAME of the VTAM that is configured as the DLUS
host.

For more information on VTAM’s DLUS function, see the [z2QS Communicationd

Server: SNA Network Implementation Guidd .

Frame Relay

For frame relay, the following excerpt from a switched major node illustrates the use
of expanded dial information on the DLCADDR operand of the PATH statement.
KEKKKKKKRKRKRKRKRRRKRRRKRRARhRXkhkhkhkhkkhhkkhkhkhkhkkhkhkkhkhkkhkhkkkhkkkhkkkhkkkhkkkkkx

Frame Relay Sample
Khhkhkhhhkhkdhhhhhhhhhhhhhhhhhhhrhhhhhhhhhddhhrhhhhhhdhhdrhdrhhhhhrdtrd

PATHO101 PATH GID=2,GRPNM=FRLGA28, X
DLCADDR=(1,C,FRELAY), DLC Type X
DLCADDR=(2,D,6), PORTADD X
DLCADDR=(3,D,4), Destination SAP X
DLCADDR=(4,X,10) DLCI

FRLUO101 LU LOCADDR=2,DLOGMOD=D6327802 ,USSTAB=AUSSTAB

*

NTPCO505 PU  ADDR=C1,PUTYPE=2,IDBLK=017,IDNUM=00505,MAXPATH=4, X

DLOGMOD=D6327802 ,MAXOUT=3,ANS=CONTINUE,ASDP=YES

Application-Supplied Operands for Switched Connections

A physical unit is authorized to accept application-supplied dial-out information using
the ASDP operand on the PU definition statement of the switched major node.

In the sample switched major node below, physical unit SWCH0404 is authorized to
accept application-supplied dial-out parameters (ASDP=YES).

The DIALNO operand in the PATH definition statement is required, but with
ASDP=YES an application can supply its own dial number digits, overriding the
number specified on DIALNO.

For a sample application program major node that is authorized to supply dial-out
information, see [Ei

* =====> BEGINNING OF DATA SET A02CCNO4

H AR H AT KA AR H AR AR A AT A AT AR A AT AR AR A AT H R AT A AT AR AT AR AT AT AT AT AR AK

*  AQ2CCNO4 - VTAM SWITCHED MAJOR NODE - SUBAREA A02 *

Kok AR AR AR AR F R K AT A A AR A ATH R AR A R AR KA F A KA KA K AR H AR F A KA A A KKK AR o

*  SDLC CASUAL CONNECTION FROM AG4 TO A31 *

ke o oo ko ok ko koo ko ok ok ke ok ko ek ok ko ko ke ko ok

AO2CCNO4 VBUILD TYPE=SWNET, *% SWITCHED MAJOR NODE % X
MAXGRP=9, *% NUMBER UNIQUE PATH GROUPS =% X
MAXNO=9 *% NUMBER UNIQUE PHONE NUMBERS =**
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SWCHO404 PU ADDR=C1, %% STATION ADDRESS *% X
ANS=CONT, *% AUTOMATIC NETWORK SHUTDOWN =% X
ASDP=YES, x%x DYN DIAL - SEE AO2APPLS *x% X
CPNAME=A8IN, *+ DESTINATION SSCP NAME *% X
MAXDATA=256, x+ MAX NUM BYTES IN ONE PIU *% X
MAXPATH=2, *+ NUM DIAL PATHS FOR PU *% X
PUTYPE=2 *+ PHYSICAL UNIT TYPE *k

SWCPTHO4 PATH DIALNO0=47667, %% TELEPHONE NUMBER *% X
GID=1, ** GROUP IDENTIFIER *% X
GRPNM=A04CCNG1, *x% SWITCHED GROUP NAME *x% X
PID=1, %% PATH IDENTIFIER *% X
REDIAL=4 x+ DIAL RETRY NUMBER *%

APPLA81 LU LOCADDR=0, *x+ LOGICAL UNIT LOCAL ADDRESS =#=* X
MODETAB=AMODETAB, *+ LOGON MODE TABLE NAME *% X
PACING=(1,1) *% LU - BOUNDARY NODE PACING  **

x =====> END OF DATA SET A02CCNO4

Delayed Disconnection

The delayed disconnection function enables you to specify how long VTAM delays
disconnection of switched resources to provide sufficient time for another LU-LU
session to be started. On the DISCNT operand of the PU definition statement you
code the DELAY keyword and a time value (in seconds) in the range 1-65535 to
specify that VTAM disconnects the physical unit if no LU-LU sessions exist after the
value specified expires. If a value is not specified, the current value for the
DISCNTIM start option is used (see page iz4)

For example, in the sample switched major node that follows, the delay value for
both SWPUAIO1 and SWPUADO1 would be 15 seconds if the default value is
taken for DISCNTIM start option. The delay value for SWPUAIO4 is 122 seconds.

*
*

SWND3A84 VBUILD TYPE=SWNET,MAXNO=35,MAXGRP=9

*

* AUTOMATIC DIAL IN/OUT GROUP - GP3AAIO1

*

SWPUAIOL PU  ADDR=01,IDBLK=001,IDNUM=00001, C
MAXPATH=1,MAXDATA=256, C
PUTYPE=2,MAXOUT=1,PASSLIM=1, C
ISTATUS=INACTIVE, IRETRY=NO,DISCNT=(DELAY,F), C
SSCPFM=USSSCS

PATHAIO1 PATH DIALNO=PATH21A-890-3333,PID=1,G6ID=1,GRPNM=GP3AAIO1

SLIDAIOL LU  LOCADDR=1,PACING=(1,1),VPACING=2, C
MODETAB=MODETAB2

SLIDAIO2 LU  LOCADDR=2, C
PACING=(1,1),VPACING=2,ISTATUS=ACTIVE

SLIDAIO3 LU  LOCADDR=3, C
PACING=(1,1),VPACING=2,ISTATUS=ACTIVE

*

SWPUAIO4 PU  ADDR=04,IDBLK=004,IDNUM=00004, C
MAXPATH=1,MAXDATA=256, C
PUTYPE=1,MAXOUT=1,PASSLIM=1, C
ISTATUS=INACTIVE, IRETRY=NO,DISCNT=(DELAY,NF,122), c
SSCPFM=USSSCS

PATHAIO4 PATH DIALNO=PATH21F-890-3333,PID=6,GID=1,GRPNM=GP3AAIOL

SL4DAIOl LU  LOCADDR=7,PACING=(1,1),VPACING=2, C
MODETAB=MODETAB2

SL4DAI02 LU  LOCADDR=8, C
PACING=(1,1),VPACING=2, ISTATUS=ACTIVE

*

* AUTOMATIC DIAL OUT GROUP - GP3AADOL

*

SWPUADO1 PU  ADDR=05,IDBLK=005, IDNUM=00005, C
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MAXPATH=1,MAXDATA=256,
PUTYPE=2,MAXOUT=1,PASSLIM=1,
ISTATUS=INACTIVE,IRETRY=NO,DISCNT=(DELAY,F),
SSCPFM=USSSCS

PATHADO1 PATH DIALNO=PATH21A-890-3333,PID=1,GID=1,GRPNM=GP3AADO1, C

OO0

REDIAL=0

SL1DADO1 LU LOCADDR=1,PACING=(1,1),VPACING=2, C
MODETAB=MODETAB2

SL1DADOZ LU LOCADDR=2, C

PACING=(1,1),VPACING=2,ISTATUS=ACTIVE

*

Limiting Sessions for Switched Resources

In the sample switched major node on page 23, MAXSESS=2 specifies that the
maximum number of concurrent LU-LU sessions in which APPLA81 can participate
is two.

Defining Subnetwork Boundaries

The NATIVE operand on a PU definition statement specifies whether this link
station represents a connection to a native node. NATIVE=NO is used when both
nodes have the same network ID, but a subnetwork boundary is desired.

Consider, for example, two network nodes, SSCP1A and SSCP2A, which are
defined with the same NETID, but which reside in different subnetworks. Thus, in
the first sample switched major node shown below, NATIVE=NO on the PU
definition statement for SW1A2A indicates that SW1A2A represents a connection to
the non-native node SSCP2A. In the second sample switched major node shown
below, NATIVE=NO on the PU definition statement for SW2A1A indicates that
SW2A1A represents a connection to the non-native node SSCP1A.

hhhkhhkhkhhhrhhrhhdhdd A dd A dd A hdhhkdkhkhkhkhkhkhhkhhkhkhhhhhhhhhhhhhhhhhhhhhhhhrrhrdkx

NAME : SWXCAIA  (SWITCHED MAJOR NODE FOR HOST 1A)
USE: TO BE USED IN CONJUNCTION WITH HOST 1A
XCA MAJOR NODE XCAlA. THE GROUP NAMES ON
THE PU POINT BACK TO THE XCA LOGICAL GROUPS.
THIS DEFINES THE SWITCHED PU'S FOR APPN CONNECTIONS.

NOTE: TO OVERRIDE THE CPCP=YES OPERAND ON THE PU
STATEMENT, ACTIVATE THE PU WITH KEYWORD CPCP=NO.

EE I I S R T

B e e T T R T S R R S R S S R R R R R R L s

SWXCA1A VBUILD TYPE=SWNET,MAXNO=256,MAXGRP=256

*

SWIA2A  PU IDBLK=003, IDNUM=00003 ,MAXPATH=5,MAXDATA=256 ,ADDR=03, X

CPNAME=SSCP2A,CPCP=YES,NATIVE=NO, X
PUTYPE=2
PATH2A  PATH DIALNO=0108004A11111111, X

GRPNM=GP1A2A
SWLU2A0 LU LOCADDR=0, ISTATUS=INACTIVE
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B R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R

NAME : SWXCA2A  (SWITCHED MAJOR NODE FOR HOST 2A)
USE: TO BE USED IN CONJUNCTION WITH HOST 2A
XCA MAJOR NODE XCA2A. THE GROUP NAMES ON
THE PU POINT BACK TO THE XCA LOGICAL GROUPS.
THIS DEFINES THE SWITCHED PU'S FOR APPN CONNECTIONS.

NOTE: TO OVERRIDE THE CPCP=YES OPERAND ON THE PU
STATEMENT, ACTIVATE THE PU WITH KEYWORD CPCP=NO.

EE I I R R R

R e e e T R T T T R R R S S R R R R R E R R L s L L

SWXCA2A  VBUILD TYPE=SWNET,MAXNO=256,MAXGRP=256

*

SW2A1A  PU IDBLK=001, IDNUM=00001,MAXPATH=5,MAXDATA=256 ,ADDR=01, X

CPNAME=SSCP1A,CPCP=YES,NATIVE=NO, X
PUTYPE=2
PATHIA  PATH DIALNO=0108003A11111111, X

GRPNM=GP2A1A
SWLU1AO LU LOCADDR=0, ISTATUS=INACTIVE

Dynamic Reconfiguration of Selected NCP PU Operands

You can dynamically reconfigure the values of selected NCP PU operands in
switched major nodes. The values of these operands are passed to the NCP during
switched PU connection. You need NCP V7R3 to use dynamic reconfiguration of
selected NCP PU operands.

You can dynamically change the NCP communication rate operands by editing the
VTAMLST and then issuing the VARY ACT,UPDATE=ALL command.

In the sample switched major node SWND3ABS8, the COMRATE operand on the
SWPUAIO1 PU definition statement specifies 3 as the relative transmit priority of a
terminating equipment subport or a frame handler subport. The T2TIMER operand
on the same definition statement specifies that 0.5 seconds is the
acknowledgement timer (T2) value for connections through a frame-relay network
and that 64 is the number of I-frames that can be received without sending an
acknowledgement. The DYNWIND operand on the PU definition statement specifies
the values to be used by NCP to modify the IEEE 802.2 LLC working window
parameter. DYNWIND=(8,4,4) specifies that 8 frames must be received to increment
the working window value by 1, that the working window value is divided by 4 when
frame loss occurs, and that the working window value is divided by 4 when
backward explicit congestion notification occurs.

SWND3AB8 VBUILD TYPE=SWNET,MAXNO=35,MAXGRP=9

*

g g g S g G S g g g g S USSR —

SWPUAIO1 PU ADDR=01, IDBLK=001,IDNUM=00001, X
MAXPATH=1,MAXDATA=256, LUGROUP=GROUP1, LUSEED=BB###B, X
PUTYPE=2,MAXOUT=1,PASSLIM=1, X
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ISTATUS=INACTIVE, IRETRY=NO,DISCNT=YES,
COMRATE=(,3),
T2TIMER=(.5,,64),
DYNWIND=(8,4,4),
SSCPFM=USSSCS
PATHAIOL PATH DIALNO=PATH21A-890-3333,PID=1,GID=1,GRPNM=GP3AAIOL

>< X< X X

SLI1DAIOL LU LOCADDR=1,PACING=(1,1),VPACING=2, X
MODETAB=MODETAB2

SL1DAIOZ LU LOCADDR=2, X
PACING=(1,1),VPACING=2,ISTATUS=ACTIVE

SL1DAIO3 LU LOCADDR=3, X

PACING=(1,1),VPACING=2,ISTATUS=ACTIVE

High Performance Routing

High performance routing (HPR) allows the user to migrate NCP connections to
APPN connections without incurring the associated increase in storage and cycles.
HPR utilizes a rapid transport protocol (RTP) connection to transport session traffic
between session endpoints. HPR routes can also traverse an existing subarea
network, as HPR support provides for the mapping of HPR routes over VR-based
TGs between intermediate nodes.

HPR support is available only over APPN host-to-host channel connections and
other type 2.1 channel connections. To use HPR over NCP, you must have, at a
minimum, NCP Version 7 Release 3.

To suEEort high performance routing in the following configuration, shown in

, modifications must be made to the switched major nodes defined in
VTAM interchange nodes SSCP1A and SSCP2A.

SSCP7E SSCP1A SSCP2A SSCPAA

ICN | ICN l | NN l

Local SNA Channel Channel Local SNA
connection connection connection connection

— Z__|
Switched
SDLC

Figure 29. High Performance Routing Using Switched SDLC Connections

In the following excerpt from switched major node SWND3ABS, defined on
SSCP1A, HPR=YES indicates that SWPUAIOA provides HPR support.
LLERP=NOTPREF specifies that link-level error recovery procedures are required
by this PU only if the adjacent link station requires it.

* NCP SWITCHED SDLC CONNECTION TO SSCP2A

SWPUAIOA PU ADDR=16,IDBLK=016,IDNUM=00016,CPNAME=SSCP2A,
PUTYPE=2,SIMTYPE=1,
MAXPATH=1,MAXDATA=256,MAXOUT=1,PASSLIM=1,
ISTATUS=INACTIVE,IRETRY=NO,DISCNT=YES,SSCPFM=USSSCS,
ANS=CONTINUE,NETID=NETA,

>< XX X X X
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CONNTYPE=APPN,CPCP=YES,HPR=YES, LLERP=NOTPREF
PATHAIOA PATH DIALNO=PATH21E-890-3333,PID=5,GID=1,GRPNM=GP3AAI02
SLATAIOL LU LOCADDR=0,RESSCB=2, X
PACING=(1,1),VPACING=2,ISTATUS=ACTIVE

In the following excerpt from switched major node SWND4ABS, defined on
SSCP2A, HPR=YES indicates that SWPU4A08 provides HPR support.
LLERP=NOTPREF specifies that link-level error recovery procedures are required
by this PU only if the adjacent link station requires it.

SWPU4A08 PU ADDR=08, IDBLK=008, IDNUM=00008 , CPNAME=SSCP1A,
PUTYPE=2,SIMTYPE=1,
MAXPATH=1,MAXDATA=256,MAXOUT=1,PASSLIM=1,
ISTATUS=INACTIVE,IRETRY=NO,DISCNT=YES,SSCPFM=USSSCS,
ANS=CONTINUE,NETID=NETA,
CONNTYPE=APPN,CPCP=YES,HPR=YES, LLERP=NOTPREF

PATH4A08 PATH DIALNO=PATH21A-890-4008,PID=5,GID=1,GRPNM=GP4AAI02

SL4AG8I1 LU LOCADDR=0,RESSCB=2, X
PACING=(1,1),VPACING=2,ISTATUS=ACTIVE

>< XX X< X X

*

Using XCA Over an IBM S/390 OSA Between APPN Nodes

VTAM accesses the ATM network through a port on the IBM S/390 Open Systems
Adapter. Associated with the port are links used for permanent virtual channels
(PVCs) and switched virtual channels (SVC). These PVCs and SVCs carry data

across the ATM network. See Eigure 15 on page 62

Switched virtual channels represent temporary connections. They appear to VTAM
as switched lines. The TGs that are assigned to them are defined in the XCA Major
Node in a GROUP definition statement that specifies DIAL=YES (see
:refid=atmsvc0.). The SVC connections are established through a dial operation,
using a PU from the Switched Major Node, and are available for as long as the
connection is desired.

Switched Major Node Definition for SVC ATM Support - HOST1A

SWXCALA VBUILD TYPE=SWNET,MAXNO=256,MAXGRP=256

*

SW12P111 PU  IDBLK=002,IDNUM=00002,MAXPATH=5,MAXDATA=256,ADDR=02,
CPNAME=SSCP2A, CPCP=YES,HPR=YES, CONNTYPE=APPN,
PUTYPE=2,DISCNT=(NO) , TGP=SWTNET

PTH2P111 PATH DLCADDR=(1,C,ATMSVC,EXCLUSIVE),
DLCADDR=(7,BCD,00,00,00000079,00000047 0001228700,
00000047 ,00000031,00016383,00) ,
DLCADDR=(21,X,0002,21111111111111111111111111111111,
11111110),
DLCADDR=(8,X,03,03,03),
DLCADDR=(9, X, FFFF),
DLCADDR=(51,X,00,10,00,00,01,01),
DLCADDR=(61,BCD,00,05,00032767,00032767) ,
GRPNM=GP121

SL12P111 LU  LOCADDR=1,ISTATUS=INACTIVE

*

> >

>X > >X XX X X X X X
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Switched Major Node Definition for SVC ATM Support - HOST2A

SWXCA2A VBUILD TYPE=SWNET,MAXNO=256,MAXGRP=256

*

SW21P111 PU  IDBLK=001,IDNUM=00001,MAXPATH=5,MAXDATA=256,ADDR=01, X
CPNAME=SSCP1A,CPCP=YES,HPR=YES, CONNTYPE=APPN,
PUTYPE=2,DISCNT=(NO)

PTHIP111 PATH DLCADDR=(1,C,ATMSVC,EXCLUSIVE),
DLCADDR=(7,BCD,00,00,00000079,00000047 0001228700,
00000047 ,00000031,00016383,00) ,
DLCADDR=(21,X,0002,11111111111111111111111111111111,
11111100),
DLCADDR=(8,X,03,03,03),
DLCADDR=(9, X, FFFF),
DLCADDR=(51,X,00,10,00,00,01,01),
DLCADDR=(61,BCD,00,05,00032767,00032767),
GRPNM=GP211

SL21P111 LU  LOCADDR=1,ISTATUS=INACTIVE

*

>

>X > > XX X X X X X

Using XCA Over an IBM S/390 OSA for Connection Network

In a large configuration with many nodes connected by many SVCs, the definition of
TGs can become overwhelming.

APPN’s connection network function reduces this extensive TG definition for
connections among multiple nodes across an ATM network. A connection network is
a representation of a shared access transport facility, such as an ATM network, that
handles the routing of data among the nodes communicating across the shared
access transport facility. It does this by enabling the shared access transport facility
to be defined as a virtual node. As a result, end nodes need to define TGs only to

the virtual node and to the network node server (see Eigure 16 on page 64).

Connections through connection networks occur over SVCs, which appear to VTAM
as switched lines. Thus, TGs to connection networks are defined in the XCA Major
Node in a GROUP definition statement that specifies DIAL=YES.

Because SVCs are associated with a port on the IBM S/390 Open Systems
Adapter, TGs to connection networks are defined in the XCA major node that
defines the port with which the SVCs are associated (see refid=atmcn.).

In the examples below, SSCP1A and SSCP2A can call SSCPAA to set up the
CP-CP sessions, or SSCPAA can call both SSCP1A and SSCP2A to set up the
CP-CP sessions (CP-CP sessions are between SSCP1A-SSCPAA and
SSCP2A-SSCPAA), and also the Connection Network Node, VNODET1.

Switched Major Node Definitions for CN - ATM - HOST1A

SWXCALIA VBUILD TYPE=SWNET,MAXNO=256,MAXGRP=256

*

SW1AP215 PU  MAXPATH=5,MAXDATA=256,ADDR=0A, X
CPNAME=SSCPAA, CPCP=YES, HPR=YES, CONNTYPE=APPN,
PUTYPE=2,DISCNT=(NO)

PTHAP215 PATH DLCADDR=(1,C,ATMSVC,EXCLUSIVE),
DLCADDR=(7,BCD,00,00,00000079,00000047 0001228700,
00000047 ,00000031,00016383,00) ,
DLCADDR=(21,X,0002,51111111111111111111111111111111,
11111100),

GRPNM=GP1A1
SL1AP215 LU  LOCADDR=1,ISTATUS=INACTIVE

*

>

><X XX X X X
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GP1A2AC  GROUP DIAL=YES,ISTATUS=INACTIVE,ANSWER=ON,CALL=INOUT, X

DLCADDR=(1,C,ATMSVC,NETA.VNODE1,EXCLUSIVE), X
DLCADDR=(7,BCD,03,00,00004000,00004000,00005360,00), X
DLCADDR=(8,X,00,03), X
DYNPU=YES

*

LN1A2AC1 LINE
P1A2AC1 PU

Switched Major Node Definitions for CN - ATM - HOST2A

SWXCA2A VBUILD TYPE=SWNET,MAXNO=256,MAXGRP=256

*

SW2AP215 PU  MAXPATH=5,MAXDATA=256,ADDR=0A, X
CPNAME=SSCPAA, CPCP=YES,HPR=YES, CONNTYPE=APPN,
PUTYPE=2,DISCNT=(NO)

PTHAP215 PATH DLCADDR=(1,C,ATMSVC,EXCLUSIVE),
DLCADDR=(7,BCD,00,00,00000079,00000047 0001228700,
00000047 ,00000031,00016383,00) ,
DLCADDR=(21,X,0002,51111111111111111111111111111111,
11111100),

GRPNM=GP2A1

SL2AP215 LU  LOCADDR=1,ISTATUS=INACTIVE

*

GP1A2AC GROUP DIAL=YES,ISTATUS=INACTIVE,ANSWER=ON,CALL=INOUT, X
DLCADDR=(1,C,ATMSVC,NETA.VNODEL, EXCLUSIVE), X
DLCADDR=(7,BCD,03,00,00004000,00004000,00005360,00), X
DLCADDR=(8,X,00,03), X
DYNPU=YES

>

><X <X X X X

*

LN1A2AC1 LINE
P1A2AC1 PU

Switched Major Node Definitions for CN - ATM - HOSTAA

SWXCAAA  VBUILD TYPE=SWNET,MAXNO=256,MAXGRP=256

*
*

SWAIP151 PU  MAXPATH=5,MAXDATA=256,ADDR=01, X
CPNAME=SSCP1A,CPCP=YES,HPR=YES, CONNTYPE=APPN,
PUTYPE=2,DISCNT=(NO)

PTHIP151 PATH DLCADDR=(1,C,ATMSVC,EXCLUSIVE),
DLCADDR=(7,BCD,00,00,00000079,00000047 00012287 ,00,
00000047,00000031,00016383,00)
DLCADDR=(21,X,0002,11111111111111111111111111111111,
11111100),

DLCADDR=(8,X,03,03,03),

DLCADDR=(9,X, FFFF),
DLCADDR=(51,X,00,10,00,00,01,01),
DLCADDR=(61,BCD,00,05,00032767,00032767) ,
GRPNM=GPA15

SLAIPI51 LU  LOCADDR=1,ISTATUS=INACTIVE

*

SWAIP152 PU  MAXPATH=5,MAXDATA=256,ADDR=01,
CPNAME=SSCP1A,CPCP=YES,HPR=YES, CONNTYPE=APPN,
PUTYPE=2,DISCNT=(NO)

PTH1P152 PATH DLCADDR=(1,C,ATMSVC,EXCLUSIVE),
DLCADDR=(7,BCD,00,00,00000079,00000047 ,00012287,00,
00000047,00000031,00016383,00)
DLCADDR=(8,X,03,03,03),
DLCADDR=(9,X, FFFF),
DLCADDR=(51,X,00,10,00,00,01,01),
DLCADDR=(7,BCD,03,00,00004000,00004000,00005360,00) ,
DLCADDR=(21,X,0002,21111111111111111111111111111111,
11111100),
GRPNM=GPA15

SLAIL152 LU  LOCADDR=1,ISTATUS=INACTIVE

>

> >X > XX XX XX X X X X

>

DX > > XX X X X X X
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*

GP1A2AC  GROUP DIAL=YES,ISTATUS=INACTIVE,ANSWER=ON,CALL=INOUT,
DLCADDR=(1,C,ATMSVC,NETA.VNODE1,EXCLUSIVE),
DLCADDR=(7,BCD,03,00,00004000,00004000,00005360,00),
DLCADDR=(8,X,00,03),

DYNPU=YES

*

LNIA2AC1 LINE

P1A2AC1 PU

z/OS V1R2.0 CS: SNA Resource Definition Samples

>< X< X< X



Chapter 13. TCP/IP Major Node
About This Chapter

This chapter contains sample TCP/IP major node definitions.

The VTAM V4R2 AnyNet host feature permits SNA-to-SNA communication over a
Transmission Control Protocol/Internet Protocol (TCP/IP) network. The specific
configurations it supports include the following:

* VTAM to VTAM over a single IP network
* VTAM to Communications Manager/2 over a single IP network
* VTAM to AIX SNA Server over a single IP network

* VTAM as a multiprotocol transport networking (MPTN) gateway between an SNA
network and an IP network.

The following must be defined for SNA access to the IP network:
* A TCP/IP major node
* A CDRSC definition for the destination LU in the IP network.

For more information on the types of conflguratlons supported by AnyNet and how
to define them, see

Defining the TCP/IP Major Node

The TCP/IP major node defines the TCP/IP network to VTAM. It is defined as a
single nonswitched major node with no switched lines and no LUs. The major node
consists of a VBUILD definition statement that specifies TYPE=TCP, plus at least
one of each of the following:

GROUP
Defines the group for the line in the TCP/IP major node.

LINE Defines the line for the TCP/IP major node.

PU Defines the physical unit for a TCP/IP major node. You must define the
TCP/IP PU as type 2.1, but it cannot be an APPN PU.

You can define more than one GROUP, LINE, and PU in a single TCP/IP major
node; however, only one LINE and one PU can be active at one time. For more
information on defining the TCP/IP major node, see [zZ0S Communications Servert

nyNet SNA over TCP/IR.

Defining a TCP/IP Major Node for Network A

In the sample TCP/IP Major Node for Network A (see below), the VBUILD definition
statement is required to define the major node. The CONTIMER operand specifies
the length of time, in seconds, that VTAM should wait for the MPTN (multi-protocol
transport networking) connection to be established after the TCP connection has
been activated. If the MPTN connection is not established within the time specified
by CONTIMER, the session initiation fails. In the sample, a value of 30 seconds
(the default value) is specified for CONTIMER.

The DGTIMER operand specifies the length of time, in seconds, between retries of
sending a datagram for SNA expedited data, SNA session termination requests, or
an MPTN KEEPALIVE datagram to a remote system using SNA over TCP/IP.
DGTIMER=30 indicates that the interval between retries is 30 seconds.
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The DSNSUFX operand specifies the domain name suffix to be used when VTAM
creates an IP domain name from an SNA LU name and SNA network ID. The
DSNSUFX operand ensures that any SNA LU name and SNA network ID specified
in the form luname.netid is distinct from any existing IP domain name. In this
example, SNA.IBM.COM is the default value for DSNSUFX.

EXTIMER specifies the length of time, in seconds, between sending expedited data
over the TCP connection associated with an SNA session and sending the SNA
expedited data using a datagram. The value specified here--3 seconds--is the
default value.

IATIMER specifies the length of time, in seconds, that VTAM allows two IP
addresses to remain inactive before sending an MPTN KEEPALIVE datagram to
test the connectivity between the two IP addresses. The default value is 120
seconds.

The PORT operand specifies the TCP and UDP (User Datagram Protocol) protocol
port that VTAM uses to support SNA sessions over an IP network. The default value
is 397. All nodes that establish SNA sessions over an IP network must use the
same PORT number if those nodes are to communicate with each other. Since 397
is the well-defined port reserved for SNA over TCP/IP communication, it is
recommended that you use the default.

The TCB operand specifies the number of MVS subtasks that can be used by
VTAM to access TCP/IP. Each MVS subtask can handle up to 120 sessions. The
default TCB value is 10.

The TCPIPJOB operand on the VBUILD statement specifies TCPST as the TCP/IP
job name used to start the TCP/IP address space. The value assigned to
TCPIPJOB must match the name specified on the TCPIPJOBNAME statement in
the TCP/IP data file.

The name of the PU definition statement, TCPPU1, provides the minor node name
of the PU represented by this definition statement. This name is used to represent
an adjacent link station (ALS) for an LU to which a session is to be established over
an IP network. This ALS name is used by the following:

* ALSLIST operand on the CDRSC definition statement

* ALS selection function on the session management exit routine.

* =====> BEGINNING OF DATA SET TCPMNA

Sk e ek ook ko ok o ok ok ok ko ok ok ok ke ok ok ok ok ok ok ok ook ko ok e ko ok ok ok koo ko

* TCPMNA - TCP/IP MAJOR NODE FOR NETWORK A

S e o ok ook ko ko ko ko ko koo ko e ko koo ko ok e ko ek ok ke ko

TCPMN1  VBUILD TYPE=TCP, *% TCP/IP MAJOR NODE % X
CONTIMER=30, *% MPTN CONNECTION TIMER *% X
DGTIMER=30, *% DATAGRAM RETRY TIMER *% X
DSNSUFX=SNA.IBM.COM, **% DOMAIN NAME SUFFIX % X
EXTIMER=3, *% EXPEDITED DATA TIMER *% X
IATIMER=120, *% INACTIVE ADDRESS TIMER % X
PORT=397, x% TCP/UDP PROTOCOL PORT *% X
TCB=10, *%x MVS SUBTASKS FOR TCP/IP  #x X
TCPIPJOB=TCPST *%x TCP/IP JOB NAME *%

TCPGRP1 GROUP ISTATUS=INACTIVE
TCPLINE1 LINE

TCPPU1  PU NETID=NETA

x =====> END OF DATA SET TCPMNA
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Defining the TCP/IP LU as a Cross-Domain Resource

If VTAM initiates an LU-LU session to an LU located in the IP network, you need to
define the LU to VTAM using a CDRSC definition statement or using the ALS
selection function of the session management exit routine. A CDRSC definition for
an LU in the IP network must utilize the ALSLIST operand to point to the TCP/IP
PU defined in the TCP/IP major node.

If an IP-attached LU initiates a session with VTAM, VTAM can define the LU
dynamically.

For examples of CDRSC definitions that use ALSLIST to point to the TCP/IP PU,

see llsing CDRSC Definition Statements for Independent | Lls” on page 27,
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Chapter 14. Transport Resource List Major Node

About This Chapter

This chapter contains sample transport resource list major node definitions.

A transport resource list major node is used, along with a local SNA major node, to
define an APPN host-to-host channel connection. APPN host-to-host channels
enable you to use APPN protocols between two channel-attached APPN nodes.
The transport resource list element is not a resource, but describes the connectivity
characteristics of the multipath channel line that is used for the connection.

For a connection between VTAM and an adjacent APPN node, the TRLE operand
on the PU definition statement in the local SNA major node that defines the
adjacent APPN node identifies the TRLE definition statement VTAM uses to route
data over the connection.

For a connection between VTAM and a port on an IBM S/390 Open Systems
Adapter through which native access to an ATM network is achieved, the PORT
definition statement in the XCA major node that defines the port identifies the TRLE
definition statement VTAM uses to route data over the connection. The
determination of which TRLE definition statement is used is made by matching the
port name specified on the PORTNAME operand on the PORT definition statement
to the port name specified on the PORTNAME operand on a TRLE definition
statement in the TRL major node.

Refer to the zZ0S Communications Server: SNA Network Implementation Guide for
more information about MPC connections.

Note: To use this function, you need to have at least one multipath channel defined
between the two nodes. This multipath channel may be an ESCON channel,
an IBM 3088 or a virtual channel-to-channel connection. Furthermore, you
must be running MVS/ESA at the V4R3 level or later.

To define a transport resource list major node, code the following definition
statements:

» One VBUILD TYPE=TRL definition statement to begin the transport resource list
major node.

* One TRLE (transport resource list element) definition statement for each
multipath channel (MPC) connection, such as an APPN host-to-host connection,
or a connection to an IBM S/390 Open Systems Adapter.

In addition to the transport resource list major node, you must also define a local
SNA major node that defines the channel connection to the adjacent VTAM as an
APPN PU. The PU definition statement in the local SNA major node must specify
the TRLE operand to identify the particular transport resource list element to be
used for the PU.

When an adjacent link station is activated, the TRLE operand on the PU definition
statement identifies which TRLE definition statement VTAM uses to route data over
the channel. See LAPPN Haost-to-Host Channel Connection” on page 74 for a
sample local SNA major node used for APPN host-to-host channel connection.
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For additional information on APPN host-to-host channel connections, please refer

to the [0S Communications Server: SNA Network Implementation Guide.

Sample Transport Resource List Major Node Definitions

158

The following example shows transport resource list (TRL) major node definitions
for the two hosts shown in m% Each TRL major node describes the transport
characteristics of the multipath channel that is being used by the APPN host-to-host
connection.

A11N A12N

VTAM VTAM

Type 2.1 Channel

Figure 30. APPN Host-to-Host Channel Connection

LNCTL=MPC indicates that the link is a multipath channel-attachment link that can
be used as an APPN host-to-host connection.

The READ operand specifies the subchannel addresses used to read data from the
adjacent host. The WRITE operand specifies the subchannel addresses used to
write data to the adjacent host.

For each subchannel address on the READ operand, the corresponding subchannel
address is coded on the WRITE operand in the adjacent host to provide a complete
path. The READ subchannel address and the corresponding WRITE subchannel
address must reference the same physical connection between the two nodes; the
two addresses do not need to be identical. For example, node A11N can have a
READ subchannel address of BCO and node A12N can have a corresponding
WRITE subchannel address of BDO as long as A11N’s BCO is physically connected
to A12N’s BDO.

Notice that although a pair of subchannel addresses is defined in this sample, the
subchannel addresses can be defined as a single address, a range of addresses,
or both.

MAXBFRU=6 specifies that VTAM uses six 4K buffer pages to receive data when
activating the multipath channel.

REPLYTO=3.0 specifies that VTAM waits 3 seconds for completion of a multipath
channel (MPC) XID I/O operation after starting a channel program. If this timeout
expires, a message is written to inform the operator that a timeout has occurred.

EE R R R R R R e R R R R R R T R R R R R R R R R R

* TRL Major Node for A1lIN *
ER R R R R RS R R R R R R R R R R R R R R R R R R RS R R R R R R R R R e R R R R R R R R R R R R R R
kkhkkkkhkkhkhkkhhkkhhkkhhkkhhkhkhkkhhkhkhhkkhhkhkhkkhkhkkhhkkhkhkkhkkkx*
* TRANSPORT RESOURCE LIST MAJOR NODE FOR *
* APPN HOST-TO-HOST CHANNEL. *
* LINE AND PU STATEMENTS AND A TG *
* CODED SO THAT IT FLOWS OVER TWO SEPARATE *
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* CHANNELS (CHPID'S). *
XK KK hhhhhkhhhhhhhhhhhhhhhhhhdhdhddhdhdhdhdhdhdhhhdhdhkdxdxx
MPCTRL VBUILD TYPE=TRL,CONFGDS=CTC1011
* VIRTUAL CONNECTIONS USING TWO CHANNEL PATH IDS TO AL2N
MPCI  TRLE  LNCTL=MPC,
READ=(BCO,BEO),
WRITE=(BC1,BE1),
MAXBFRU=6,
REPLYT0=3.0

hhhhhhhhhhhhhhhdhhhddhhddhkdkdhkhkhhhkhkhhhkhhhhhhhhhhhhhhhhhhrhhdhrhrhhrrhrrhrrrx

* TRL Major Node for A12N *

EEEE R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R

>x< > X X

B o e e T T e T

TRANSPORT RESOURCE LIST MAJOR NODE FOR
APPN HOST-TO-HOST CHANNEL.

LINE AND PU STATEMENTS AND A TG

CODED SO THAT IT FLOWS OVER TWO SEPARATE
CHANNELS (CHPID'S).
khkkhkkhkhkhkhkhkkkhhhkkhkhhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkkk*k

MPCTRL VBUILD TYPE=TRL,CONFGDS=CTC1011

* VIRTUAL CONNECTIONS USING TWO CHANNEL PATH IDS TO ALIN
MPCl  TRLE  LNCTL=MPC,

READ= (BC1,BE1),

WRITE=(BCO,BEO),

MAXBFRU=6,

REPLYT0=3.0

* Ok kX X
* Ok X X X

>< > > X<

Sample TRLE for VTAM’s Connection to the IBM S/390 Open Systems
Adapter

The following example shows transport resource list (TRL) major node definitions
for the two hosts shown in m% Each TRL major node describes the transport
characteristics of the multipath channel that is being used by the APPN host-to-host
connection.

PORTNAME on the TRLE statement must match PORTNAME on the XCA Major
Node (see :refid=atmsvcO0.).

HOST1 HOST2
HPR APPN HPR APPN
ATM Network
OSAX OSAY__ |
E PVC
""" S .
PORTA PORTA

|:| = VTAM
Figure 31. Basic ATM Configuration

kkhkkkkhkkhkkhkkhkhkkhhkkkhhkkhkhkkhhkkhhkhkhhkkhhkkhhkkhhkhkhhkkhhkkhhkkhhkhkhhkkhhkkhhkkhkhkkhkkhkhkkkkkkkx*%
* TRL Major Node for SSCP1A - ATM *
EE R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R
khhkkkhhhkhhhkhhhhdhhdhrhhdhhhhdhhdhrhhrhhhdhhdhrhdhrhdhxd

* TRANSPORT RESOURCE LIST MAJOR NODE FOR *
= LINE AND PU STATEMENTS AND A TG *
* CODED SO THAT IT FLOWS OVER TWO SEPARATE *
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* CHANNELS (CHPID'S). *
KAk hhhhhhhhhhhhhhhhhhhhdhdhdhdhdhdhhdhdhhdkdxsx

TRLIA  VBUILD TYPE=TRL

0SA1 TRLE  LNCTL=MPC,READ=(0514) ,WRITE=(0515) , PORTNAME=0SAXA
0SA2 TRLE  LNCTL=MPC,READ=(0516) ,WRITE=(0517) ,PORTNAME=0SAXB

*

TRLEIA  TRLE LNCTL=MPC,READ=(0408) ,WRITE=(0508)

*

TRLEIB  TRLE LNCTL=MPC,READ=(02F0),WRITE=(03F0)

*

TRLEIC ~ TRLE LNCTL=MPC,READ=(0408,02F0),WRITE=(0508,03F0)

*
TRLEID  TRLE LNCTL=MPC,READ=(0404),WRITE=(0504)
kkhkkkkkkkhkkhkhkkhhkkhhkkkhkkhhkkhhkhkkhhkhkhkkhhkkhhkhkhhkhkhkkhkhkkhkhkhkkhhkhkhkkhkhkkhkhkkhkkhkhkkkhkkkx*
* TRL Major Node for SSCP2A - ATM *
EE R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R
TRANSPORT RESOURCE LIST MAJOR NODE FOR
APPN HOST-TO-HOST CHANNEL.

LINE AND PU STATEMENTS AND A TG

CODED SO THAT IT FLOWS OVER TWO SEPARATE
CHANNELS (CHPID'S).

R e e T

*

* Ok kX X
* ok kX

TRL2A VBUILD TYPE=TRL
0SA1 TRLE LNCTL=MPC,READ=(051C) ,WRITE=(051D) ,PORTNAME=0SAYA
0SA2 TRLE LNCTL=MPC,READ=(051E) ,WRITE=(051F) ,PORTNAME=0SAYB

*

TRLEIA  TRLE LNCTL=MPC,READ=(0408) ,WRITE=(0508)

*

TRLEIB  TRLE LNCTL=MPC,READ=(02F0),WRITE=(03F0)

*

TRLEIC  TRLE LNCTL=MPC,READ=(0408,02F0) ,WRITE=(0508,03F0)

*

TRLEID  TRLE LNCTL=MPC,READ=(0404) ,WRITE=(0504)
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Chapter 15. Path Definition Statements

About This Chapter

This chapter describes sample path definitions.

Communication between two network accessible units (NAUs) over a subarea
connection requires a definition of at least one route connecting them. This
definition includes a physical and logical path between the two. PATH definition
statements are the representations of the routes VTAM takes to communicate with
other subarea nodes. Paths are only defined for hosts with subarea function.

The physical path between two subarea nodes is an explicit route (ER). The logical
path between two subarea nodes is a virtual route (VR). PATH definition statements
define both explicit routes and virtual routes. You may code one PATH definition
statement for each destination subarea, or you may code a single PATH definition
statement defining the routes to multiple destination subareas.

The first operand on a PATH definition statement is typically the DESTSA operand.
DESTSA specifies the destination subarea numbers for which this PATH statement
is defining routes. The numbers specified must not exceed the value specified on
the MXSUBNUM start option.

On a PATH definition statement, the operands ERO-ER15 define explicit routes to
adjacent subareas. Each ERx operand specifies the subarea number of the
adjacent subarea and, optionally, a transmission group number for the explicit route
being defined. The x in the ERx operand designates the number of the explicit
route.

The operands VR0-VR7 associate a virtual route with an explicit route. explicit
routes to adjacent subareas. Each VRx operand specifies the explicit route number
to which the virtual route is mapped. The x in the VRx operand designates the
number of the virtual route.

In addition, the VRPWS00-VRPWS72 operands specify the pacing window size for
combinations of virtual routes and transmission priorities.

You do not need to define PATH definitions for APPN connections.

For more information about paths, see the 2/0S Communications Server: SNA

The remainder of this chapter shows path definitions for each of the

subarea-capable nodes in the network depicted in [Eigure 10 on page 36.

Path Definitions for Interchange Node AO1N

% =====> BEGINNING OF DATA SET AOLPATHS
dhkkhkhkkhkhkhkhhkhhhhhhhhhhhhhhhhhdhdhhdhdhdhhdhdhhhdhhhhhhhhhhhhhhhhhhdhhhhhhhhdkkdxkx
* AOLPATHS - VTAM PATH DEFINITIONS - ICN A0l *
EE R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R
PATH DESTSA=(2,3,4,17,81,310,500), #%DEST SUBAREAx+ *
ERO=(4,1), #% EXPLICIT ROUTE - ADJSUB,TGN #* =
ER1=(4,1), *
ER2=(4,1), N
ER3=(4,1), *

© Copyright IBM Corp. 1991, 2001 161



=====> END 0

ER4=(2,1),
ER5=(81,1),
ER6=(500,1),
ER7=(2,1),

VRO=0, x% VIRTUAL TO EXPLICIT ROUTE MAPPING ==

VRPWS00=(1,3), +** PACING WINDOW SIZE - MIN,MAX

VRPWSO1=(1,3),VRPWS02=(1,3),

VR1=1,

VRPWS10=(2,6) ,VRPWS11=(2,6) ,VRPWS12=(2,6),
VR2=2,
VRPWS20=(2,6) , VRPWS21=(2,6) , VRPWS22=(2,6),
VR3=3,
VRPWS30=(2,6) , VRPWS31=(2,6) , VRPWS32=(2,6),
VR4=4,
VRPWS40=(3,9) , VRPWS41=(3,9) , VRPWS42=(3,9),
VR5=5,
VRPWS50=(3,9) , VRPWS51=(3,9) , VRPWS52=(3,9) ,
VR6=6,
VRPWS60=(3,9) , VRPWS61=(3,9) , VRPWS62=(3,9),
VR7=7,
VRPWS70=(3,9) , VRPWS71=(3,9) , VRPWS72=(3,9)
F DATA SET AQLPATHS

*%*

* % X X ok

EE I T T R R

Path Definitions for Subarea Node A02N

=====> BEGIN

NING OF DATA SET AO2PATHS

EEE R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R

*

AO2PATHS

- VTAM PATH DEFINITIONS - SUBAREA A02

*

EE R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R

PATH

=====> END 0

DESTSA=(1,3,4,17,81,310,500),
ERO=(4,1),
ER1=(4,1),
ER2=(4,1),
ER3=(4,1),
ER4=(1,1),
ER5=(500,1),
ER6=(81,1),
ER7=(1,1),

VRO=0, x% VIRTUAL TO EXPLICIT ROUTE MAPPING ==

VRPWS00=(1,3), ** PACING WINDOW SIZE - MIN,MAX

VRPWSO1=(1,3),VRPWS02=(1,3),

VR1=1,

VRPWS10=(2,6) ,VRPWS11=(2,6) ,VRPWS12=(2,6),
VR2=2,
VRPWS20=(2,6) , VRPWS21=(2,6) ,VRPWS22=(2,6) ,
VR3=3,
VRPWS30=(2,6) , VRPWS31=(2,6) ,VRPWS32=(2,6),
VR4=4,

VRPWS40=(3,9) ,VRPWS41=(3,9) ,VRPWS42=(3,9),
VR5=5,

VRPWS50=(3,9) ,VRPWS51=(3,9) ,VRPWS52=(3,9),
VR6=6,

VRPWS60=(3,9) ,VRPWS61=(3,9) ,VRPWS62=(3,9),
VR7=7,

VRPWS70=(3,9) ,VRPWS71=(3,9) ,VRPWS72=(3,9)
F DATA SET AO2PATHS

*%

**DEST SUBAREA*+* X
*x% EXPLICIT ROUTE - ADJSUB,TGN =% X

>

DX 3K 3K 3K 3K X X X X X X X XX X X X X X X X X X

Path Definitions for Interchange Node A17N
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=====> BEGIN

NING OF DATA SET A17PATHS

B e e R T R R R R T R R R R 2

*

A17PATHS

- VTAM PATH DEFINITIONS - ICN Al7

*

B e e e R T R R R S R S R e R R R e R e 2

PATH

DESTSA=(1,2,3,4,81,310),
ERO=(3,1),
ER1=(3,1),

z/OS V1R2.0 CS: SNA Resource Definition Samples

*% DESTINATION SUBAREA ==
x% EXPLICIT ROUTE - ADJSUB,TGN == X

X

X



ER2=(3,1),

ER3=(3,1),

ER4=(3,1),

ER5=(3,1),

ER6=(3,1),

ER7=(3,1),

VRO=0, % VIRTUAL TO EXPLICIT ROUTE MAPPING %
VRPWS00=(1,3), ** PACING WINDOW SIZE - MIN,MAX -
VRPWSO1=(1,3),VRPWS02=(1,3),

VR1=1,

VRPWS10=(2,6) ,VRPWS11=(2,6),VRPWS12=(2,6),
VR2=2,
VRPWS20=(2,6) , VRPWS21=(2,6) , VRPHS22=(2,6) ,
VR3=3,
VRPWS30=(2,6) , VRPWS31=(2,6) , VRPWS32=(2,6),
VR4=4,
VRPWS40=(3,9) , VRPWS41=(3,9) , VRPWS42=(3,9),
VR5=5,
VRPWS50=(3,9) , VRPWS51=(3,9) , VRPWS52=(3,9),
VR6=6,
VRPWS60=(3,9) , VRPWS61=(3,9) , VRPHS62=(3,9),
VR7=7,
VRPWS70=(3,9) , VRPWS71=(3,9) , VRPWS72=(3,9)

PATH DESTSA=500, % DESTINATION SUBAREA w+
ERO=(3,1), #% EXPLICIT ROUTE - ADJSUB,TGN #*
ER1=(3,1),

ER2=(500,2),

ER3=(500,3),

ER4=(3,1),

ER5=(3,1),

ER6=(3,1),

ER7=(3,1),

VRO=0, % VIRTUAL TO EXPLICIT ROUTE MAPPING

VRPWS00=(1,3), ** PACING WINDOW SIZE - MIN,MAX -

VRPWSO1=(1,3),VRPWS02=(1,3),

VR1=1,

VRPWS10=(2,6) ,VRPWS11=(2,6),VRPHS12=(2,6),

VR2=2,

VRPWS20=(2,6) , VRPWS21=(2,6) , VRPHS22=(2,6) ,

VR3=3,

VRPWS30=(2,6) , VRPWS31=(2,6) , VRPWS32=(2,6),

VR4=4,

VRPWS40=(3,9) , VRPWS41=(3,9) , VRPWS42=(3,9),

VR5=5,

VRPWS50=(3,9) , VRPWS51=(3,9) , VRPWS52=(3,9),

VR6=6,

VRPWS60=(3,9) , VRPWS61=(3,9) , VRPWS62=(3,9),

VR7=7,

VRPWS70=(3,9) , VRPWS71=(3,9) , VRPWS72=(3,9)
% =====> END OF DATA SET A17PATHS

DX 3K X 3K X X X X XX X X X X XX X X X X X X X X

DX 3K X X X 3K X X X X X X X XX X X X X X X X X X X X

Path Definitions for Migration Data Host AS00N

* =====> BEGINNING OF DATA SET A50PATHS

EE R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R

% ASOPATHS - VTAM PATH DEFINITIONS - MDH A500 *
khkkhkhkhkhkhkhkhkhkhkhhkhhhhhhhhhhhkhkhhdhdhhhdhdhhdhdhdhhdhhdhhhhhhhhhhhhhhhhhhhkhhhhkhhhkkdxkx
PATH DESTSA=(1,2,4,81,310), #% DESTINATION SUBAREA #* X
ERO=(3,1), s% EXPLICIT ROUTE - ADJSUB,TGN #* X

ER1=(3,2), X

ER2=(17,2), X

ER3=(17,3), X

ER4=(81,1), X

ER5=(2,1), X

ER6=(1,1), X

ER7=(81,1), X

VRO=0, % VIRTUAL TO EXPLICIT ROUTE MAPPING #* X
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VRPWS00=(1,3), *x PACING WINDOW SIZE - MIN,MAX *%
VRPWSO1=(1,3),VRPWS02=(1,3),

VR1=1,

VRPWS10=(2,6) ,VRPWS11=(2,6) ,VRPWS12=(2,6),
VR2=2,

VRPWS20=(2,6) ,VRPWS21=(2,6) ,VRPWS22=(2,6) ,
VR3=3,
VRPWS30=(2,6) , VRPWS31=(2,6) ,VRPWS32=(2,6) ,
VR4=4,

VRPWS40=(3,9) ,VRPWS41=(3,9) ,VRPWS42=(3,9),
VR5=5,
VRPWS50=(3,9) , VRPWS51=(3,9) ,VRPWS52=(3,9),
VR6=6,

VRPWS60=(3,9) ,VRPWS61=(3,9) ,VRPWS62=(3,9),
VR7=7,

VRPWS70=(3,9) , VRPWS71=(3,9) , VRPWS72=(3,9)
PATH DESTSA=17, %+ DESTINATION SUBAREA s
ERO=(3,1), #% EXPLICIT ROUTE - ADJSUB,TGN #*
ER1=(3,2),
ER2=(17,2),
ER3=(17,3),
ER4=(81,1),

ER5=(2,1),
ER6=(1,1),
ER7=(81,1),
VRO=0, % VIRTUAL TO EXPLICIT ROUTE MAPPING
VRPWS00=(1,3), ** PACING WINDOW SIZE - MIN,MAX -
VRPWSO1=(1,3),VRPWS02=(1,3),
VR1=1,
VRPWS10=(2,6) ,VRPWS11=(2,6),VRPWS12=(2,6),
VR2=2,
VRPWS20=(2,6) , VRPWS21=(2,6) , VRPHS22=(2,6) ,
VR3=3,
VRPWS30=(2,6) , VRPWS31=(2,6) , VRPWS32=(2,6),
VR4=4,
VRPWS40=(3,9) , VRPWS41=(3,9) , VRPWS42=(3,9),
VR5=5,
VRPWS50=(3,9) , VRPWS51=(3,9) , VRPWS52=(3,9),
VR6=6,
VRPWS60=(3,9) , VRPWS61=(3,9) , VRPWS62=(3,9),
VR7=7,
VRPWS70=(3,9) , VRPWS71=(3,9) , VRPWS72=(3,9)
PATH DESTSA=(3), % DESTINATION SUBAREA
ERO=(3,1), #% EXPLICIT ROUTE - ADJSUB,TGN #*
ER1=(3,2),

ER2=(17,2),
ER3=(17,3),
ER4=(81,1),

ER5=(2,1),

ER6=(1,1),

ER7=(81,1),

VRO=0, % VIRTUAL TO EXPLICIT ROUTE MAPPING
VRPWS00=(1,3), #% PACING WINDOW SIZE - MIN,MAX -
VRPWSO1=(1,3),VRPWS02=(1,3),

VR1=1,

VRPWS10=(2,6) ,VRPWS11=(2,6) ,VRPHS12=(2,6),

VR2=2,

VRPWS20=(2,6) , VRPWS21=(2,6) , VRPHS22=(2,6) ,

VR3=3,

VRPWS30=(2,6) , VRPWS31=(2,6) , VRPWS32=(2,6),

VR4=4,

VRPWS40=(3,9) , VRPWS41=(3,9) , VRPWS42=(3,9),

VR5=5,

VRPWS50=(3,9) , VRPWS51=(3,9) , VRPWS52=(3,9) ,

VR6=6,
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DX X X 3K X X X X X X X X X X X

DX 3K 3K 3K X 3K X XX XX X X X X XX X X X X XX X X X X X X

DX X 3K 3K X X X XX X X X X X X X X X X X X X X X



=====> END 0

VRPWS60=(3,9) , VRPWS61=(3,9) ,VRPWS62=(3,9),
VR7=7,

VRPWS70=(3,9) ,VRPWS71=(3,9) ,VRPWS72=(3,9)
F DATA SET A50PATHS

Path Definitions for Interchange Node A81N

=====> BEGIN

NING OF DATA SET A81PATHS

R e e e e R R R T S R e R R R e R R 2

*

R

A81PATHS

PATH

- VTAM PATH DEFINITIONS - ICN A8l

DESTSA=(1,2,3,4,17,310,500),

**DEST SUBAREAx+* X

ERO=(310,1), x+ EXPLICIT ROUTE - ADJSUB,TGN =% X

ER1=(310,255),
ER2=(310,1),
ER3=(310,255),
ER4=(500,1),
ER5=(1,1),
ER6=(2,1),
ER7=(500,1),

VRO=0, *% VIRTUAL TO EXPLICIT ROUTE MAPPING ==

VRPWS00=(1,3), ** PACING WINDOW SIZE - MIN,MAX

VRPHSO1=(1,3) , VRPHS2=(1,3) ,

VR1=1,

VRPWS10=(2,6) ,VRPWS11=(2,6) ,VRPHS12=(2,6),
x2§;250=(2,6),VRPw521=(2,6),VRPN522=(2,6),
x2§;§§0=(2,6),VRPWS31=(2,6),VRPNS32=(2,6),
xgﬁagi0:(3,9),VRPWS41:(3,9),VRPNS42:(3,9),
xgg;géo=(3,9),VRPw551=(3,9),VRPN552=(3,9),
x&g;géo=(3,9),VRPw561=(3,9),VRPw562=(3,9),
xsgag;0=(3,9),VRPWS71=(3,9),VRPNS72=(3,9)

=====> END OF DATA SET A81PATHS

*%

DX 3K X 3K X 3K X X X X X X X XX X X X XX X X X X X

Path Definitions for Interchange Node BO1N

=====> BEGIN

NING OF DATA SET BO1PATHS

EE R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R

*

BO1PATHS

- VTAM PATH DEFINITIONS - ICN BO1

*

B R R R R R R R R R e R R R R R R R R R R R R R R R R R R

PATH

DESTSA=(75,1028),

**DEST SUBAREAx+* X

ERO=(75,1), x% EXPLICIT ROUTE - ADJSUB,TGN == X

ER1=(31,1),
ER2=(75,1),
ER3=(75,1),
ER4=(75,1),
ER5=(75,1),
ER6=(75,1),
ER7=(75,1),

VRO=0, *% VIRTUAL TO EXPLICIT ROUTE MAPPING **

VRPWS00=(1,3), ** PACING WINDOW SIZE - MIN,MAX

VRPWSO1=(1,3),VRPWS02=(1,3),

VR1=1,

VRPWS10=(2,6) ,VRPWS11=(2,6) ,VRPWS12=(2,6),
VR2=2,
VRPWS20=(2,6) , VRPWS21=(2,6) ,VRPWS22=(2,6) ,
VR3=3,

VRPWS30=(2,6) ,VRPWS31=(2,6) ,VRPWS32=(2,6),
VR4=4,

VRPWS40=(3,9) ,VRPWS41=(3,9) ,VRPWS42=(3,9),
VR5=5,

Chapter 15. Path Definition Statements

*%

><

DX 3K 3K X X X XX XX X X X X X X X X X X

165



PATH

PATH

VRPWS50=(3,9) ,VRPWS51=(3,9) , VRPHS52=(3,9),
VR6=6,

VRPWS60=(3,9) ,VRPWS61=(3,9) , VRPWS62=(3,9),
VR7=7,

VRPWS70=(3,9) ,VRPWS71=(3,9) , VRPWS72=(3,9)
DESTSA=3,

ERO=(3,1),

ER1=(31,1),

ER2=(3,1),

ER3=(31,1),

ER4=(3,1),

ER5=(31,1),

ER6=(3,1),

ER7=(31,1),

VRO=0,

VRPWS00=(1,3) ,VRPWSO1=(1,3),VRPHS02=(1,3),
VR1=1,

VRPWS10=(2,6) ,VRPWS11=(2,6) ,VRPHS12=(2,6),
VR2=2,

VRPWS20=(2,6) ,VRPWS21=(2,6) , VRPHS22=(2,6) ,
VR3=3,

VRPWS30=(2,6) ,VRPWS31=(2,6) , VRPHS32=(2,6) ,
VR4=4,

VRPWS40=(3,9) ,VRPWS41=(3,9) , VRPWS42=(3,9),
VR5=5,

VRPWS50=(3,9) ,VRPWS51=(3,9) , VRPWS52=(3,9),
VR6=6,

VRPWS60=(3,9) ,VRPWS61=(3,9) ,VRPHS62=(3,9),
VR7=7,

VRPWS70=(3,9) ,VRPWS71=(3,9) ,VRPHS72=(3,9)
DESTSA=31,

ERO=(3,1),

ER1=(31,1),

ER2=(3,1),

ER3=(31,1),

ER4=(3,1),

ER5=(31,1),

ER6=(3,1),

ER7=(31,1),

VRO=0,

VRPWS00=(1,3) ,VRPWSO1=(1,3),VRPHSO2=(1,3),
VR1=1,

VRPWS10=(2,6) ,VRPWS11=(2,6) ,VRPWS12=(2,6),
VR2=2,

VRPWS20=(2,6) ,VRPWS21=(2,6) , VRPWS22=(2,6) ,
VR3=3,

VRPWS30=(2,6) ,VRPWS31=(2,6) ,VRPHS32=(2,6),
VR4=4,

VRPWS40=(3,9) ,VRPWS41=(3,9) ,VRPHS42=(3,9),
VR5=5,

VRPWS50=(3,9) ,VRPWS51=(3,9) ,VRPHS52=(3,9),
VR6=6,

VRPWS60=(3,9) ,VRPWS61=(3,9) ,VRPHS62=(3,9),
VR7=7,

VRPWS70=(3,9) ,VRPWS71=(3,9) ,VRPHS72=(3,9)

> END OF DATA SET BO1PATHS

>< > X X

DX 3K X 3K X 3K 3K X XX X X X XX X X X X X X X X X X X

DX 3K 3K 3K 3K X X XX X X X X X X X X X X X X X X X X

Path Definitions for Interchange Node B128N
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* =====> BEGINNING OF DATA SET B28PATHS

B e e T R T R R R T e S R R R R R R 2

* B28PATHS - VTAM PATH DEFINITIONS

- ICN B128 *

B g e e e T T R R R R R R R e R R R e R R 2

PATH DESTSA=(1,3,31,75),

ERO=(75,1),
ER1=(75,1),
ER2=(75,1),

z/OS V1R2.0 CS: SNA Resource Definition Samples

**DEST SUBAREAx+* X

*+ EXPLICIT ROUTE - ADJSUB,TGN =% X

X
X



ER3=(75,1), X
ER4=(75,1), X
ER5=(75,1), X
ER6=(75,1), X
ER7=(75,1), X
VRO=0, % VIRTUAL TO EXPLICIT ROUTE MAPPING ** X
VRPWS00=(1,3), +* PACING WINDOW SIZE - MIN,MAX .t
VRPWSO1=(1,3),VRPWSO2=(1,3), X
VR1=1, X
VRPWS10=(2,6) ,VRPWS11=(2,6),VRPWS12=(2,6), X
VR2=2, X
VRPWS20=(2,6) , VRPWS21=(2,6) , VRPWS22=(2,6) , X
VR3=3, X
VRPWS30=(2,6) , VRPWS31=(2,6) , VRPWS32=(2,6) , X
VR4=4, X
VRPWS40=(3,9) ,VRPWS41=(3,9) , VRPWS42=(3,9), X
VR5=5, X
VRPWS50=(3,9) , VRPWS51=(3,9) , VRPWS52=(3,9) , X
VR6=6, X
VRPWS60=(3,9) , VRPWS61=(3,9) , VRPWS62=(3,9), X
VR7=7, X
VRPWS70=(3,9) , VRPWS71=(3,9) , VRPWS72=(3,9)
% =====> END OF DATA SET B28PATHS

Path Definitions for Subarea Node CO1N

* =====> BEGINNING OF DATA SET CO1PATHS

KAAKA KKK AR Rk hhhhhhhhhhhhhhhhhhhhhhhkhhhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhk ke hd*x*x
* COLPATHS - VTAM PATH DEFINITIONS - SUBAREA CO1 *
KRR R AR R AR R A AR A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A XA A KA A A XKk hh k%
PATH DESTSA=3, **DEST SUBAREA#*
ERO=(4,1), % EXPLICIT ROUTE - ADJSUB,TGN s
ER1=(3,1),
VRO=1, % VIRTUAL TO EXPLICIT ROUTE MAPPING
VRPWS00=(1,3), ** PACING WINDOW SIZE - MIN,MAX *ok
VRPWSO1=(1,3),VRPWSO2=(1,3),
VR1=0,
VRPWS10=(3,9),VRPWS11=(3,9),VRPWS12=(3,9)
PATH DESTSA=4,
ERO=(3,1),ER1=(4,1),
VRO=1,
VRPWS00=(1,3) ,VRPWSO1=(1,3),VRPWS02=(1,3),
VR1=0,
VRPWS10=(3,9),VRPWS11=(3,9),VRPWS12=(3,9)
PATH DESTSA=31,
ERO=(3,1),ER1=(4,1),
VRO=0,
VRPWS00=(2,6) , VRPWSO1=(2,6) , VRPWS02=(2,6) ,
VR1=1,
VRPWS10=(2,6) ,VRPWS11=(2,6) ,VRPWS12=(2,6)
% =====> END OF DATA SET COLPATHS

* ok 3k X X * % X X ok ok 3k

* %k X X X
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Chapter 16. VTAM Start Option Lists

About This Chapter
This chapter contains sample VTAM start option lists for defining VTAM nodes.

For more information about the different types of VTAM nodes, see the 203

For more information about start options and configuration lists, see the /03

Dammumcalmas.&emen.&NA.NetwackJmplemeataﬂan_Gwdé and the 203

IBM-Supplied Default Start Option List

ATCSTROO is the default start option list supplied by IBM. It initializes VTAM as a
subarea node. For this list to take effect when you start up VTAM, you must copy it
out of the GENDECK data set in SYS1.ASAMPLIB and put that copy in the
SYS1.VTAMLIB, the VTAM definition library.

Note: The values specified in ATCSTRO0O are not necessarily the default values for
the start options listed there. If ATCSTROO is the only start option list you
use for a particular node, that node will be initialized as a subarea VTAM
node.

The CACHETI start option defines the number of minutes that routing information
about a previous locate search is stored. The default is 8 minutes. The range of
permissible values is 0-1440 minutes.

The CMPVTAM start option specifies the maximum compression level allowed for
sessions involving the host’s application programs. CMPVTAM=0 indicates that no
compression is allowed.

The HOTIOTRM start option specifies the percentage of the current size of the IO
buffer pool that a single LU-LU session must have allocated to it to cause VTAM to
automatically terminate all sessions between the two logical units. HOTIOTRM=0
(the default value) indicates that VTAM will not terminate sessions based on 10
buffer pool usage.

The SRCHRED start option allows you to specify whether this node can reduce
searches for resources which are found to be unreachable. SRCHRED=ON
indicates that search reduction is to be performed. You can change the SRCHRED
value with the MODIFY VTAMOPTS command while VTAM is running.

If you specify SRCHRED=O0N, you can use the SRCOUNT start option to specify
how many search requests must be limited before VTAM performs another resource
discovery search. The default value is 10 search requests.

In addition, if search reduction has been specified, you can specify the number of
seconds during which VTAM does not conduct searches for an unreachable
resource by specifying the SRTIMER start option. The default value is 30 seconds.

For a specific cross-domain resource or group of cross-domain resources, the
values on the SRTIMER and SRCOUNT start options are overridden by the values
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on the SRTIMER and SRCOUNT operands of the CDRSC definition statement. See

The SSCPDYN start option specifies whether VTAM dynamically adds entries to the
adjacent SSCP table. SSCPDYN=YES (the default) specifies that VTAM adds a
new entry to a cross-domain resource’s adjacent SSCP table whenever it receives
a session initiation request from the resource through an SSCP that is not already
in the table.

The SSCPORD start option specifies whether VTAM, when establishing sessions,
searches the adjacent SSCP table in priority order (the default) or in the order in
which the table is defined. SSCPORD=PRIORITY specifies that VTAM gives priority
to the SSCP that owns the destination LU (if known), then to SSCPs for which the
most recent session attempt succeeded. The combination of SSCPORD=PRIORITY
and SSCPDYN=YES gives you the greatest flexibility for setting up routes across
networks, and, if your adjacent SSCP table is large, it gives you the best
performance during session setup.

The VFYRED start option specifies whether the node should attempt to perform
resource verification reduction. VFYRED=YES indicates that LU 6.2 session
initiation requests do not need to be delivered to the target LU. Using the VFYRED
start option allows you to significantly reduce directed verification searches. For
more information about the VFYRED start option, see the [z20S Communications

lSenzer_SNA_Aletwack_melemeata.tLan_Gude and the 2Z0S Communications Servert

The SIZE option for the VTAM internal trace specifies the number of pages in the
internal trace table. The default SIZE option value has been increased to 100
pages, starting with VTAM Version 4 Release 3.

* =====> BEGINNING OF DATA SET ATCSTROO

B R R R Rt R R R R R kR R R R R R R R R R R R R R R R R R Rk

*  ATCSTROO - VTAM START LIST FOR A SUBAREA NODE - DEFAULT LIST *

B R R R R R R R R R R R R R R R R T R R R R R R R R R R R R R R R R R R R R

ALSREQ=NO, *+ ADJ LINK STAT IN ALS LIST *%X
ASYDE=TERM, *x% ASYNCH DEVICE SESSION TERM %X
BSCMDRS=(STATS, INOPS), *+ REPORT BISYNC INOP STATS *%X
CACHETI=8, x% CACHE TIMER VALUE x%X
CDRSCTI=480, ** DYNAMIC CDRSC INTERVAL *%X
CMPVTAM=0, *+ MAX HOST APPL COMPRESSION *%X
coLb, **% CONFIG RESTART STATUS *%X
CSALIMIT=0, *+ MAXIMUM CSA LIMIT *%X
CSA24=0, *x% 24 BIT ADDR STORAGE LIMIT *xX
DATEFORM=MDY, *+ AUTO IPL DATE FORM *%X
DLRTCB=32, ** NCP DUMP/LOAD/RESTART TCBS  *=*X
DYNASSCP=YES, *+* DYNA SESS REQ ROUTE TO ADJS #+*X
DYNLU=YES, *+ DYNAMIC DLU CAPABILITY *%X
ENCRYPTN=NO, %% APPL ENCRYPTION CAPABILITY  #*X
GWSSCP=YES, *% GATEWAY SSCP CAPABILITY *%X
HOTIOTRM=0, ** HOT I/0 TERMINATION *xX
I0INT=180, *% QUTSTANDING RESPONSE DISPLAY #*X
MAXSUBA=15, *+ HIGHEST SUBAREA VALUE *%X
MSGMOD=NO, *% \TAM MODULE MESSAGE DISPLAY #*X
NCPBUFSZ=512, ** NCP LOAD/DUMP RU SIZE *%X
NMVTLOG=NPDA, *% NMVT RECORDING *%X
NODELST=NODEDS1, *+ WARM RESTART NODE LIST *%X
PPOLOG=NO, *x+ PPO LOG RECORDING *xX
PROMPT, *+ START OPTIONS PROMPT *%X
SDLCMDRS=(STATS, INOPS), *+ REPORT SDLC INOP STATS x%X
SONLIM=(60,30), *x% J0 BUF % FOR SESS OUT NOTIFY =X
SRCHRED=0N, *+ PERFORM SEARCH REDUCTION *%X
SRCOUNT=10, %% SEARCH REDUCTION COUNT LIMIT #=*X
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SRTIMER=30, %% SEARCH REDUCTION TIME LIMIT =X

SSCPDYN=YES, *+ DYNAMIC ADD ENTRY TO ADJSSCP #*X
SSCPORD=PRIORITY, x% ADJSSCP SEARCH ORDER *xX
SUPP=NOSUP, *% VTAM MESSAGE CLASS SUPPRESS ==X
TNSTAT, TIME=60, x% TUNING STATISTICS *%X
VFYRED=YES, *% LU 6.2 VERIFICATION REDUCTION=**X
XNETALS=YES, *% NON NATIVE NET CONNECTIVITY ==X
TRACE, TYPE=VTAM,MODE=INT,OPT=NONE, SIZE=100, X
USSTAB=ISTINCNO, *% \TAM MESSAGE & COMMAND TABLE #*X
APBUF=(16,,2,,1,3), *x% 24 BIT CSA BUFFER *xX
BSBUF=(100,,0,,25,60), x% BOUNDARY LU SESSION BUFFER  #=X
CRPLBUF=(100,,0,,1,29), =+ APPL REQUEST BUFFER x%X
10BUF=(100,384,5,,1,30), *x PIU INPUT/OUTPUT BUFFER *x%X
LFBUF=(25,,0,,1,1), *x+ ACTIVE APPL BUFFER EAS < 30 #*X
LPBUF=(70,,0,,5,1), *% ACTIVE VTAM PROCESS BUFFER  #*X
SFBUF=(51,,0,,1,1), *x+ ACTIVE APPL BUFFER EAS >= 30 #*X
SPBUF=(10,,0,,1,1), *% LARGE MESSAGE REQUEST BUFFER #+*X
XDBUF=(6,,0,,1,5) *% XID EXCHANGE PROCESS BUFFER ==
x =====> END OF DATA SET ATCSTROO

Subarea Node Start Option List

A VTAM subarea node uses SSCP-SSCP, SSCP-PU, SSCP-LU and LU-LU
sessions to control communications in its network. It does not provide APPN
function. Subarea nodes depend on routing definitions such as path, virtual route
(VR) and explicit route (ER). For more information about VTAM in a subarea

network, see in the 2208 Communications Server- SNA Network Implementation
Guicd

The following sample shows the VTAM start options for AO2. Not coding the
NODETYPE start option is what makes this node a subarea node.

NETID, SSCPID, and SSCPNAME are required start options. HOSTPU is not
required, however, it is recommended if you are using NetView. The CONFIG start
option identifies a unique name of the configuration list to be activated when VTAM
starts.

The AUTHLEN start option indicates whether VTAM will pass the transmission
priority specified by the entry LEN node to another LEN node. AUTHLEN=YES (the
default value) specifies that it will.

AUTORTRY specifies whether adjacent node activation will cause a retry of pending
automatic logon requests and, if it does, what kinds of adjacent nodes will cause
such retries upon activation. AUTORTRY=AUTOCAP (the default) specifies that
such requests are retried only when an adjacent CDRM or an adjacent CP that
supports automatic logon is activated.

The AUTOTI start option allows you to specify how often pending automatic logon
requests owned by this host are retried. AUTOTI=0 (the default) specifies that such
requests are not retried periodically.

The CINDXSIZ start option specifies the maximum size of the CID and CONVID
index tables. The new default value is 8176 bytes.

The CMPMIPS start option is used by VTAM to determine the amount of time the
adaptive compression tables are in adaptive mode versus being static. The higher
the value specified, the greater the amount of time spent in adaptive mode and,
consequently, the more efficient the compression and the more CPU cycles that are
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consumed. CMPMIPS=50 provides the most effective beginning balance between
compression efficiency and CPU usage. The CMPMIPS value is meaningful only if
the value for CMPVTAM is greater than 1.

The CMPVTAM start option specifies the maximum compression level allowed for
sessions involving the host’s application programs. CMPVTAM=3 specifies that the
medium adaptive compression table is to be used.

The DISCNTIM start option specifies the amount of time that VTAM delays
deactivation of the SSCP-PU session when there are no outstanding LU-LU session
requests. This option is valid only for PU types 2 and 2.1 that have
DISCNT=DELAY specified on the PU definition statement. DISCNTIM=15 (the
default value) specifies this amount of time as 15 seconds. The valid range of
values for DISCNTIM is 1-65535. You can change the value of DISCNTIM with the
MODIFY VTAMOPTS command while VTAM is running.

The DSPLYDEF start option limits the number of messages displayed when many
types of DISPLAY commands are issued without the MAX or NUM operands.
Therefore, DSPLYDEF=100 specifies 100 as the number of messages displayed in
these cases. For more information about the DSPLYDEF start option, see the

C o fione S " GNA R Nefintion Bef ]

The DSPLYMAX start option sets the maximum value that can be specified for the
DSPLYDEF start option and for the MAX or NUM operands on the commands to
which the DSPLYDEF start option apply. DSPLYMAX=65535 (the default value)
therefore sets 65535 as the maximum value that can be specified for the
DSPLYDEF start option. The range of valid values is 1-65535. For more information
about the DSPLYMAX start option, see the 2/0S Communications Server: SNA
Besource Definition Referencd.

Wildcard values enable an operator to expand a display by substituting special
symbols (for example, * and ?) to represent unspecified characters in the name of a
resource. The DSPLYWLD=FULLWILD start option specifies that wildcards are
permitted in DISPLAY commands from all network operators, and that wildcards are
permitted in DISPLAY commands from program operator applications whose APPL
or GROUP definition statements indicate DSPLYWLD=YES.

The DYNDLGMD start option specifies the name of a logon mode table entry used
by default when the session SLU is a dynamic cross-domain resource and a logon
mode table entry is not otherwise provided. In the start option list below,
DYNDEFLT is specified as the name of this entry. You can change the DYNDLGMD
value with the MODIFY VTAMOPTS command while VTAM is running. You can also
override the DYNDLGMD value for a specific dynamic cross-domain resource with
the MODIFY DEFAULTS or MODIFY RESOURCE command.

The DYNMODTB start option specifies the name of a logon mode table used to
correlate each logon mode name with a set of session parameters for a dynamic
cross-domain resource session SLU. In the start option list below, SMPDYNLM is
specified as the name of this table. You can change the DYNMODTB value with the
MODIFY VTAMOPTS command or the MODIFY
TABLE,OPTION=LOAD,TYPE=MODETAB command while VTAM is running. You
can also override this value for a specific dynamic cross-domain resource with the
MODIFY TABLE,OPTION=ASSOCIATE, TYPE=MODETAB command. See

LoganJ&Aodﬂa.hLP_taLD.ynamm_QDBSCsLan_pageﬂEl for a sample default logon

mode table for dynamic cross-domain resources.
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The ENHADDR start option specifies whether VTAM can assign element addresses
greater than 65 535 (high-order addresses) to resources establishing sessions
within this subarea. ENHADDR=NO (the default) indicates that VTAM cannot assign
such element addresses.

The FLDTAB start option specifies whether VTAM suppresses duplicate messages
sent to the operator console or system hardcopy log and, if it does, whether to use
the IBM-supplied message flooding prevention table or a user-specified table.
FLDTAB=ISTMSFLD (the default value) indicates that VTAM uses the internal
message flooding table supplied by IBM to suppress duplicate messages.

The ISTCOSDF start option specifies the resource types that can use the
ISTCOSDF logmode entry. This entry is used when the logmode name specified for
the session is not found. ISTCOSDF=INDLU (the default value) indicates that
ISTCOSDEF s restricted to use by independent LUs.

The LIMINTCP start option specifies the number of seconds to retain free
SNASVCMG sessions on limited resources for the control point. The CP
SNASVCMG session is used for some network management flows. This option has
effect only for network connections defined as limited resources. Network
connections are defined as limited resources by specifying LIMRES=YES on the
applicable GROUP, LINE, or PU definition statements.

The NSRTSIZE start option allows you to specify the SRT directory size for specific
network identifiers. The size specified overrides the value specified on the
OSRTSIZE start option.

The OSIEVENT start option specified here indicates that only network events
associated with major nodes and LUs will be passed to CMIP services for
evaluation.

The OSIMGMT start option enables support of CMIP applications on VTAM,
including the VTAM topology agent. OSIMGMT=YES specifies that the VTAM
topology agent code and the CMIP services code is to be loaded and activated for
use.

The OSITOPO start option lets you control whether the VTAM topology agent
reports logical lines to CMIP manager application programs. It also lets you control
whether all CDRSCs are reported, or only all independent logical units. The
OSITOPO start option in the following start option list specifies that no logical lines
are to be reported (NOLLINES) and that all independent logical units, but no other
CDRSCs, are to be reported (ILUCDRSC). These are the default values. You can
change the value of OSITOPO with the MODIFY VTAMOPTS command while
VTAM is running, with the following restriction. If you code OSIMGMT=NO, you can
specify any value for OSITOPO on the command. But, if you code OSIMGMT=YES,
you can specify only OSITOPO=ILUCDRSC and OSITOPO=NOLLINES.

The UPDDELAY start option specifies the maximum number of seconds the VTAM
topology agent waits between checking the list of resources in transient states to
determine whether updates for those resources should be sent to the topology
manager. UPDDELAY=60 specifies that 60 seconds is the amount of time the
VTAM topology agent waits.

The SRCHRED start option specifies whether this node can reduce searches for
resources which are found to be unreachable. SRCHRED=OFF, the default value,
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specifies that this node does not reduce searches. You can change the SRCHRED
value with the MODIFY VTAMOPTS command while VTAM is running.

The SWNORDER start option specifies the way VTAM locates a switched PU.
SWNORDER=CPNAME (the default value) specifies that VTAM searches for a
switched PU by the CPNAME first and then, if not yet found, by the station identifier
(IDBLK and IDNUM operands on the PU definition statement for the switched major
nodes).

The VFYRED start option specifies whether the node should attempt to perform
resource verification reduction. VFYRED=YES indicates that LU 6.2 session
initiation requests do not need to be delivered to the target LU. Using the VFYRED
start option allows you to significantly reduce directed verification searches. For
more information about the VFYRED start option, see the [0S Communications
lSeme.r_SNA_NetumLk_Lm,abeme.n.ta.tLan_G.wdd and the 2208 Communications Servert

The TRACE, TYPE=BUF,ID=ISTTOPAG start option specifies that a VTAM buffer
contents trace is to be started for the VTAM topology agent. The trace will show
requests and responses to and from the VTAM topology agent. Make sure that GTF
with the TRACE=USR option is active before starting this trace.

The TRACE, TYPE=BUF,ID=ISTNOTIF start option specifies that a VTAM buffer
trace is to be started for notification services. The buffer trace will trace event
notification activity between the VTAM topology agent and notification services of
CMIP services. Make sure that GTF with the TRACE=USR option is active before
starting this trace.

* =====> BEGINNING OF DATA SET ATCSTRO2
khkkhkhkhkhkhkhkhkhkhkhhkhkhhhkhkhhhhhhhhhhkhkhhkhhkhhhhhdhdhdhdhdhdhhdhdhdhdhdhhhhhhhhhhhhhhhhhkxkx
x  ATCSTRO2 - VTAM START LIST FOR A SUBAREA NODE - SUBAREA AQ2 *
dhkkhkhkhkhkhkhkhkhkhkhkhkhkhhhkhkhhhkhhhhkhhhhkhhhhhdhdhdhhdhdhdhdhdhdhdhdhdhdhhhhhhhhhhhhhhhhhhhkhkxx
AUTHLEN=YES, #% WILL FORWARD TRANS PRIORITY wok
AUTORTRY=AUTOCAP, % AUTOLOGON RETRY ACTIVATION VALUE w+
AUTOTI=0, #% NO PERIODIC AUTOLOGON RETRIES
CINDXSIZ=8176, #% CIT & CONVT INDEX TABLE SIZE *ok
CMPMIPS=50, #% ADAPTIVE COMPRESSION CPU USAGE
CMPVTAM=3, #% MEDIUM ADAPTIVE COMPRESSION TABLE**
CONFIG=02, % MAJOR NODE ACTIVATION CONFIG LISTw+
DISCNTIM=15, #% SSCP-PU DEACTIVATION DELAY -
DSPLYDEF=100, % DEFAULT VALUE FOR MAX AND NUM =+
DSPLYMAX=65535, #% MAXIMUM DSPLYDEF VALUE wok
DSPLYWLD=FULLWILD, #% WILDCARDS PERMITTED *ok

DYNDLGMD=DYNDEFLT, *% DEFAULT LOGMODE FOR DYNAMIC CDRSC+x
DYNMODTB=SMPDYNLM, *% DEFAULT LOGMODE TABLE FOR DYNAMICx=*

DX 3K DX X XXX XX X X X X XX X X X X X X X X X X X X X X X X X

ENHADDR=NO, % NO HIGH-ORDER ELEMENT ADDRESSES #x
FLDTAB=ISTMSFLD, #% MESSAGE FLOODING PREVENTION -
HOSTPU=A02NPU, % HOST SUBAREA PU NETWORK NAME o
HOSTSA=02, #% UNIQUE SUBAREA ADDRESS -
ISTCOSDF=INDLU, #% ISTCOSDF RESOURCE TYPES o
LIMINTCP=29, #% CP SNASVCMG LIMITED RESOURCE wo
NETID=NETA, #% HOST NETWORK IDENTIFIER -
NSRTSIZE= #% SPECIFIC NET SRT SIZES o

(NETD, 10,

NETE, 11,

NETE, 11,

NETF,12,

NETG,91,

NETH, 97,

NETI, 100,

NETJ, 110,

NETL,2097148),
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OSIEVENT=MC, *% SELECT EVENTS TO REPORT TO CMIP »*x X
OSIMGMT=YES, *% SUPPORT CMIP APPLICATIONS *% X
0SITOPO=(NOLLINES, *+ SELECT TOPOLOGY TO REPORT *x% X
ILUCDRSC), X
OSRTSIZE=43, *% SRT SIZE FOR NON-NATIVE NETWORKS == X
UPDDELAY=60, *% UPDATE DELAY IN SECONDS *x% X
SRCHRED=0FF, *+ SEARCH REDUCTION SETTING *% X
SSCPID=02, *% UNIQUE SSCP IDENTIFIER *% X
SSCPNAME=AO2N, *% GATEWAY SSCP NAME *% X
SWNORDER=CPNAME, *% SWITCHED PU SEARCH ORDER *x% X
VFYRED=YES, *% LU 6.2 VERIFICATION REDUCTION *x% X
TRACE, X
TYPE=BUF, X
ID=ISTTOPAG, *% TRACE FOR TOPOLOGY AGENT *% X
AMOUNT=FULL, *% FULL NEEDED FOR ISTTOPAG *% X
ID=ISTNOTIF, +% TRACE FOR NOTIFICATION SERVICES #=* X
AMOUNT=FULL *+ FULL NEEDED FOR ISTNOTIF *x% X
* =====> END OF DATA SET ATCSTRO2

Network Node Start Option List

A VTAM network node is an APPN node that supports its own end users and the
end nodes it serves by providing directory and route selection services. Network
nodes and their interconnections form an intermediate routing network. The VTAM
network node performs searches of the network to locate resources and calculates
the best session route from the node of the primary LU to the node of the
secondary LU, based on user-specified criteria. Network nodes do not depend on
routing definitions such as path, virtual route (VR) and explicit route (ER).

Network nodes can be classified into two basic categories: pure network nodes,
which provide APPN function only, and interchange nodes, which provide both
APPN and subarea function. An interchange node together with any NCPs it owns
is known as a composite network node. In addition, a border node is an APPN
network node that interconnects APPN networks having independent topology
databases in order to support LU-LU sessions between these networks. When a
network node supports the LUs on attached end nodes it is known as a network
node server. Finally, you can configure any network node to act as a central
directory server, which builds and maintains a directory of resources throughout the
network.

In this section, we show a sample start option list for a pure network node. For
information about VTAM in an APPN network, see the [Z0S Communicationd

Server: SNA Network Implementation Guidd

The following sample shows the start options for SSCPEA. It is the combination of
NODETYPE=NN and HOSTSA not coded that defines this node as a pure APPN
network node. Pure network nodes have no subarea function.

The APPNCOS start option specifies the APPN class of service to be used if a
requested class of service cannot be found in the topology and routing services
class-of-service database. APPNCOS=NONE is the default value.

AUTORTRY specifies whether adjacent node activation will cause a retry of pending
automatic logon requests and, if it does, what kinds of adjacent nodes will cause
such retries upon activation. AUTORTRY=AUTOCAP (the default) specifies that
such requests are retried only when an adjacent CDRM or an adjacent CP that
supports automatic logon is activated.
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The AUTOTI start option allows you to specify how often pending automatic logon
requests owned by this host are retried. AUTOTI=0 (the default) specifies that such
requests are not retried periodically.

The CINDXSIZ start option specifies the maximum size of the CID and CONVID
index tables. The new default value is 8176 bytes.

CPCP=YES enables this node for CP-CP sessions with all adjacent APPN nodes.

The BN start option specifies whether this node is to provide extended border node
function. An extended border node supports intermediate network routing, allowing it
to support LU-LU sessions that do not terminate in its native network. BN=NO (the
default value) specifies that it does not provide that function. The BN start option is
meaningful only for nodes that specify NODETYPE=NN.

NETID, SSCPID, and SSCPNAME are required start options. HOSTPU is not
required, however, it is recommended if you are using NetView. The CONFIG start
option identifies a unique name of the configuration list to be activated when VTAM
starts.

The start option CDSERVR=NO specifies that this network node will not be a
central directory server. NO is the default value.

The start option CDSREFER=3 specifies that this network node only refers to the
three closest (minimal weight route) central directory servers in the network. For
more information on the CDSREFER start option, see the QS Communications
Server- SNA Resource Definition Referenca.

The CONNTYPE start option specifies for a type 2.1 PU whether the connection is
established as a LEN connection or attempted as an APPN connection.
CONNTYPE=APPN (the default) specifies that the connection is attempted as an
APPN connection.

The DISCNTIM start option specifies the amount of time that VTAM delays
deactivation of the SSCP-PU session when there are no outstanding LU-LU session
requests. This option is valid only for PU types 2 and 2.1 that have
DISCNT=DELAY specified on the PU definition statement. DISCNTIM=15 (the
default value) specifies this amount of time as 15 seconds. You can change the
value of DISCNTIM with the MODIFY VTAMOPTS command while VTAM is
running.

The DLRTCB specifies the largest number of task control blocks (TCBs) used by
VTAM for dump/load/restart subtasks and file I/O services. For an APPN network
node, you should specify at least 3 for DLRTCB. Two TCBs are needed to process
directory services data sets and topology and routing services data sets, and one
TCB is needed for other dump/load/restart functions. A value less than 3 can cause
VTAM initialization to stall, or suspend a session initiation for a function requiring a
TCB until a TCB becomes available. The default value for DLRTCB is 32 TCBs.

The DIRSIZE start option helps control the size of the directory services database
on a VTAM network node. DIRSIZE specifies the maximum number of dynamic
APPN resources that VTAM stores in that database. Once the number specified is
reached, storage from the oldest resources is freed and reused. DIRSIZE=0 (the
default value) specifies that no limit is enforced for the number of dynamic APPN
resources in the directory services database. You can change the value of DIRSIZE
with the MODIFY VTAMOPTS command while VTAM is running.
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The DIRTIME start option also helps control the size of the directory services
database on a VTAM network node. DIRTIME indicates how long an unused
resource may remain in the database; the default is 8 days (DIRTIME=8D). You can
change the value of DIRTIME with the MODIFY VTAMOPTS command while VTAM
is running.

DYNADJCP=YES indicates that adjacent control point (ADJCP) minor nodes are
allowed to be created dynamically and placed in the dynamic adjacent control point
major node (ISTADJCP).

DYNLU=YES directs VTAM to dynamically allocate host representations of
independent LUs during session activation. There is no need for you to predefine
your independent LUs if you specify this start option.

The ENHADDR start option specifies whether VTAM can assign element addresses
greater than 65 535 (high-order addresses) to resources establishing sessions
within this subarea. ENHADDR=NO (the default) indicates that VTAM cannot assign
such element addresses.

The HPR start option specifies the level of HPR support provided by VTAM.
HPR=RTP indicates that this VTAM network node provides RTP-level HPR support,
meaning that it can be the endpoint of an HPR route. RTP is the default HPR value
for VTAM network nodes that do not specify HOSTSA.

The HPRPST start option allows you to specify the maximum amount of time that
VTAM will continue trying to path-switch before terminating the RTP logical
connection. The HPRPST start option value is valid only if the HPR=RTP start
option has been coded. In the sample below, HPRPST=(30M,1M,20S) sets a limit
of 30 minutes for path switch attempts of RTP connections using low transmission
priority classes of service, 1 minute for medium, and 20 seconds for high. The
default is 60 seconds (for all three priorities).

ROUTERES=1 indicates that it is highly desirable to have this node provide
intermediate session routing. During route calculation, this value would be
compared with the ROUTERES values of other network nodes.

The start option INITDB specifies whether the directory services and topology and
routing services databases are loaded when VTAM is started. INITDB=ALL (the
default value) specifies that both databases are loaded at that time. The INITDB
start option is meaningful only if the NODETYPE=NN start option is also specified.

The LIMINTCP start option specifies the number of seconds to retain free
SNASVCMG sessions on limited resources for the control point. CP SNASVCMG
sessions are used for some network management flows. This option has effect only
for network connections defined as limited resources. Network connections are
defined as limited resources by specifying LIMRES=YES on the applicable GROUP,
LINE, or PU definition statements.

The setting of the SSEARCH start option determines whether the subarea network
is searched when search requests from the APPN network arrive at an interchange
node. SSEARCH=YES (the default value) indicates that the subarea network is to
be searched. Resources in the domain of the interchange node are found even if
SSEARCH=NO is specified. You can change the value of SSEARCH with the
MODIFY VTAMOPTS command while VTAM is running.
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The STRGR start option allows you to rename the generic resources structure.
STRGR is a valid start option only on an APPN node (running, at a minimum,
MVS/ESA V5R1) that is part of a sysplex environment. An MVS coupling facility is
also required. STRGR=ISTGENERIC specifies the IBM-supplied generic resources
structure. ISTGENERIC is the default value. Typically, ISTGENERIC is used for the
generic resources structure used to run a production environment in a sysplex. For
a test environment in the same sysplex, you should define your own name. This

name must conform to the restrictions specified in 2208 Communications Server]
ISNA Resaurce Definition Referenca For an example, see EEnd Nade Start Qption

List” on page 17d.

The VERIFYCP start option is used to specify whether VTAM is to perform LU-LU
session-level verification during activation of LU 6.2 sessions involving control
points. VERIFYCP=NONE specifies that no verification of the partner LU’s identity is
to take place during session activation.

The VFYRED start option specifies whether the node should attempt to perform
resource verification reduction. VFYRED=YES indicates that LU 6.2 session
initiation requests do not need to be delivered to the target LU. Using the VFYRED
start option may allow you to significantly reduce directed verification searches. For
more information about the VFYRED start option, see the [z20S Communications

lSe.nzer_SNA_Ne.twaLk_melemen.tatLau_G.Ludé and the 2Z0S Communications Servert

The VFYREDTI start option specifies the amount of time resource verification
reduction is to be performed before the resource’s location is verified.
VFYREDTI=8H specifies 8 hours as the amount of time resource verification
reduction is to be performed. For more information about the VFYREDTI start

option, see the [zZ0S Communications Server- SNA Network Implementation Guidd
and the 2/0S Communications Server- SNA Resource Definition Referencd.

The TRACE, TYPE=VTAM,OPT=ALL start option indicates that all VTAM internal
trace options should be started. A new VTAM internal trace option, CMIP, has been
added by VTAM V4R3. It generates entries that help you determine whether a
CMIP problem is in VTAM or in a CMIP application program. You can explicitly
enable the CMIP trace option by specifying OPT=CMIP. Specifying OPT=ALL
automatically enables the CMIP trace option, along with all other VTAM internal
trace options. Another new VTAM internal trace option, HPR, has been added by
VTAM VA4R3. It generates entries that help you isolate problems related to high
performance routing. You can explicitly enable the HPR trace option by specifying
OPT=HPR. Specifying OPT=ALL automatically enables the HPR trace option, along
with all other VTAM internal trace options.

The TRACE, TYPE=BUF,ID=ISTNOTIF start option specifies that a VTAM buffer
trace is to be started for notification services. The buffer trace will trace event
notification activity between the VTAM topology agent and notification services of
CMIP services. Make sure that GTF with the TRACE=USR option is active before
starting this trace.

* =====> BEGINNING OF DATA SET ATCSTREA

Kok AR AT A AR AR F R AT A A KA KA AFH R AR AR AR KA R F A KA KA K AR H AR KR KA A A KKK AR kK
* NAME: ATCSTREA (VTAM START LIST FOR HOST EA)

Sk e o ook ko ok ko ko ok ko ko ko ke ok ko ek ke ok ok ek ko ko
APPNCOS=NONE, NO BACKUP APPN CLASS OF SERVICE X
SSCPID=4, HOST ID X
SSCPNAME=SSCPEA HOST NAME X
CONFIG=EA, START CONFIG LIST X
NETID=NETA, IN NETA X
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NODETYPE=NN, PURE APPN NN, NO SUBAREA CAPABILITIES X
AUTORTRY=AUTOCAP, AUTOLOGON RETRY ACTIVATION VALUE X
AUTOTI=0, NO PERIODIC AUTOLOGON RETRIES X
BN=NO, NO EXTENDED BORDER NODE FUNCTION X
CDSERVR=NO, NOT A CENTRAL DIRECTORY SERVER X
CDSREFER=3, REFER TO 3 NEAREST CENTRAL DIRECTORY SERVERS X
CINDXSIZ=8176, CIT & CONVT INDEX TABLE SIZE X
CONNTYPE=APPN, APPN CONNECTIONS FOR APPN PUS X
CPCP=YES, CP-CP SESSION CAPABLE X
DIRSIZE=0, NO UPPER LIMIT ON DYNAMIC APPN RESOURCES X
DIRTIME=8D, AFTER 8 DAYS UNUSED APPN RESOURCES DELETED X
DISCNTIM=15, SSCP-PU DEACTIVATION DELAY X
DLRTCB=32, TCBS FOR DUMP/LOAD/RESTART AND FILE I/0 X
DYNADJCP=YES, DYNAMIC ADJACENT CP X
DYNLU=YES, DYNAMIC LU X
ENHADDR=NO, NO HIGH-ORDER ELEMENT ADDRESSES FOR PLUS X
HPR=RTP, RTP-LEVEL HPR SUPPORT X
HPRPST=(30M,1M,20S), HPR PATH SWITCH TIMER VALUES X
INITDB=ALL, LOAD APPN DATABASES AT VTAM START X
LIMINTCP=29, CP SNASVCMG LIMITED RESOURCE INTERVAL X
SSEARCH=YES, SEARCH IN SUBAREA NETWORK X
STRGR=ISTGENERIC, GENERIC RESOURCE STRUCTURE NAME X
VERIFYCP=NONE, VERIFY CP (DEFAULT) X
VFYRED=YES, LU 6.2 VERIFICATION REDUCTION X
VFYREDTI=8H, VERIFICATION REDUCTION TIMER VALUE X
TRACE, X
TYPE=VTAM, X
OPT=ALL, ALL INTERNAL TRACE TYPES STARTED X
SIZE=200, START VIT X
TRACE, X
TYPE=BUF, X
ID=ISTNOTIF, START BUFFER TRACE FOR NOTIFICATION SERVICES X
AMOUNT=FULL, REQUIRED FOR ISTNOTIF X
CRPLBUF=(200), PAGEABLE RPL POOL X
LFBUF=(100,,10,,10,33), FIXED LARGE BUFFER POOL X
LPBUF=(64,,4,,4,22), PAGEABLE LARGE BUFFER POOL X
SFBUF=(60), FIXED SMALL BUFFER POOL X
SPBUF=(32), PAGEABLE SMALL BUFFER POOL X
ROUTERES=1 ROUTE ADDITION RESISTANCE VALUE
x =====> END OF DATA SET ATCSTREA

End Node Start Option List

An end node is an APPN node that relies on the services of a network node to
provide directory and route selection services. It does this by registering its
resources to a network node server. An end node is conceptually located on the
periphery of an APPN network, as shown in

B127

VTAM CP

APPN Network

Figure 32. VTAM End Node B127 in an APPN Network

The following sample shows the start options for B127. It is the combination of
NODETYPE=EN and HOSTSA not coded that defines this node as a pure end
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node. CPCP=YES allows this end node to activate CP-CP sessions with an
adjacent network node, acting as the end node’s network node server. The end
node is permitted to activate CP-CP sessions with only one adjacent network node
(its network node server) at a time.

NETID, SSCPID, and SSCPNAME are required start options. HOSTPU is not
required. However, it is recommended if you are using NetView because NetView
uses the name specified to determine which VTAM host physical unit it is tracing.
The CONFIG start option identifies a unique name of the configuration list to be
activated when VTAM starts.

The CINDXSIZ start option specifies the maximum size of the CID and CONVID
index tables. The new default value is 8176 bytes.

The CONNTYPE start option specifies for a type 2.1 PU whether the connection is
established as a LEN connection or attempted as an APPN connection.
CONNTYPE=APPN (the default) specifies that the connection is attempted as an
APPN connection.

The HPR start option specifies the level of HPR support provided by VTAM.
HPR=RTP indicates that this VTAM end node provides RTP-level HPR support,
meaning that it can be the endpoint of an HPR route. RTP is the default HPR value
for VTAM end nodes.

The STRGR start option allows you to rename the generic resources structure.
STRGR is a valid start option only on an APPN node running MVS/ESA V5R1 (at a
minimum). A sysplex environment and an MVS coupling facility are also required. If
this system is part of a sysplex, and this system is being used for test purposes,
STRGR=ISTGENERIC_TEST would specify ISTGENERIC_TEST as the name of
the generic resource structure used by this system. The name you choose must
conform to the restrictions specified in

Resource Definition Referencd.

The VERIFYCP start option is used to specify whether VTAM is to perform LU-LU
session-level verification during activation of LU 6.2 sessions involving control
points. VERIFYCP=NONE specifies that no verification of the partner LU’s identity is
to take place during session activation.

The VFYRED start option specifies whether the node should attempt to perform
resource verification reduction. VFYRED=YES indicates that LU 6.2 session
initiation requests do not need to be delivered to the target LU. Using the VFYRED
start option allows you to significantly reduce directed verification searches. For
more information about the VFYRED start option, see the 208 Communications
lSemeL_SNA_Neﬂmddmplementaﬂan_GJ.udd and the 208 Communications Servert

* =====> BEGINNING OF DATA SET ATCSTR27

khkkhkhkhkhkhkhkhkhkhkhkhkhkhkhhkhhhhhhhhhhhhkhkhkhkhhhhhhdhdhdhhdhdhdhdhdhdhhdhhhhhhhhhhhhhhhhhhxx

x  ATCSTR27 - VTAM START LIST FOR AN APPN END NODE - B127 *

dhkkhkhkhkhkhkhkhkhkhkhhkhkhhhkhkhhhhhhhhhhhhhhdhkhdhdhdhhdhdhdhdhdhdhhdhdhdhhdhhhhhhhhhhhhhhhkhkhkxx
CINDXSIZ=8176, #% CIT & CONVT INDEX TABLE SIZE wkX
CONFIG=27, % MAJOR NODE ACTIVATION CONFIG LIST X
CONNTYPE=APPN, #% APPN CONNECTION TO APPN PU wX
CPCP=YES, #% CP-CP SESSION *exX
HOSTPU=B127NPU, % HOST SUBAREA PU NETWORK NAME *kX
HPR=RTP, #% RTP-LEVEL HPR SUPPORT *eX
NETID=NETB, % HOST NETWORK IDENTIFIER wxX
NODETYPE=EN, #% END NODE *X
SSCPID=1027, #% UNIQUE SSCP IDENTIFIER wxX
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STRGR=ISTGENERIC_TEST, =** GENERIC RESOURCES STRUCTURE *%X

VERIFYCP=NONE, *% PARTNER LU VERIFICATION *%X

VFYRED=YES, *% LU 6.2 VERIFICATION REDUCTION *xX

SSCPNAME=B127N ** GATEWAY SSCP NAME *k
x =====> END OF DATA SET ATCSTR27

Interchange Node Start Option List

An interchange node combines the function of a subarea node and a network node.
It resides on the border of an APPN network and a subarea network. It provides
protocol conversion between subarea and APPN networks to enable the integration
of APPN and subarea networks For more information about mterchange nodes, see
the

Below is the start list for AO1. It is the combination of NODETYPE=NN and
HOSTSA=01 as shown below that defines this node as an interchange node.
CPCP=YES enables this node for CP-CP sessions with all adjacent APPN nodes.

NETID, SSCPID, and SSCPNAME are required start options. HOSTPU is not
required. However, it is recommended if you are using NetView. The CONFIG start
option identifies a unique name of the configuration list to be activated when VTAM
starts.

The CINDXSIZ start option specifies the maximum size of the CID and CONVID
index tables. The new default value is 8176 bytes.

DYNLU=YES enables dynamic definition of independent LUs using CDRSC
definitions.

AUTHLEN=YES means that VTAM will forward the transmission priority specified
from one LEN node to another LEN node.

AUTORTRY specifies whether adjacent node activation will cause a retry of pending
automatic logon requests and, if it does, what kinds of adjacent nodes will cause
such retries upon activation. AUTORTRY=AUTOCAP (the default) specifies that
such requests are retried only when an adjacent CDRM or an adjacent CP that
supports automatic logon is activated.

The AUTOTI start option allows you to specify how often pending automatic logon
requests owned by this host are retried. AUTOTI=0 (the default) specifies that such
requests are not retried periodically.

The BN start option specifies whether this node is to provide extended border node
function. BN=NO (the default value) specifies that it does not provide this function.
The BN start option is meaningful only for nodes that specify NODETYPE=NN.

The start option CDSERVR=NO specifies that this network node will not be a
central directory server. NO is the default value.

The start option CDSREFER=3 specifies that this network node only refers to the
three closest (minimal weight route) central directory servers in the network. For
more |nformat|on on the CDSREFER start option, see the /0S8 Communications

The DISCNTIM start option specifies the amount of time that VTAM delays
deactivation of the SSCP-PU session when there are no outstanding LU-LU session
requests. This option is valid only for PU types 2 and 2.1 that have
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DISCNT=DELAY specified on the PU definition statement. DISCNTIM=15 (the
default value) specifies this amount of time as 15 seconds. You can change the
value of DISCNTIM with the MODIFY VTAMOPTS command while VTAM is
running.

DYNADJCP=YES specifies that ADJCP minor nodes will be created as needed and
placed in the ISTADJCP major node. This option defaults to YES.

The start option INITDB specifies whether the directory services and topology and
routing services databases are loaded when VTAM is started. INITDB=ALL (the
default value) specifies that both databases are loaded at that time. The INITDB
start option is meaningful only if the NODETYPE=NN start option is also specified.

ENHADDR=YES specifies that VTAM can assign element addresses greater than
65 535 for PLUs.

The HPR start option specifies the level of HPR support provided by VTAM.
HPR=ANR indicates that this VTAM network node provides ANR-level HPR support,
meaning that it can be an intermediate node on an HPR route, but it cannot be the
endpoint of an HPR route. ANR is the default HPR value for VTAM network nodes
that also specify HOSTSA.

NQNMODE=NQNAME indicates that VTAM defines cross-network resources by
their network-qualified names only.

The ROUTERES (routing resistance) start option is used to specify the relative
desirability for this node to perform the intermediate session routing function. The
value specified must be in the range 0-255. The lower the value, the more desirable
it is to have this node provide intermediate session routing. Therefore,
ROUTERES=1 indicates that it is highly desirable to have A02 provide this function.

The SORDER start option controls the order in which the APPN and subarea
networks are searched when a search request for an unknown LU is received at
this node from the subarea network. SORDER=APPN (the default value) specifies
that the APPN network is to be searched first. The user may specify that the
subarea network is to be searched first (SORDER=SUBAREA).

The SWNORDER start option specifies the way VTAM locates a switched PU.
SWNORDER=CPNAME (the default value) specifies that VTAM searches for a
switched PU by the CPNAME first and then, if not yet found, by the station identifier
(IDBLK and IDNUM operands on the PU definition statement for the switched major
nodes).

The VERIFYCP start option is used to specify whether VTAM is to perform LU-LU
session-level verification during activation of LU 6.2 sessions involving control
points. VERIFYCP=NONE specifies that no verification of the partner LU’s identity is
to take place during session activation.

The VFYRED start option specifies whether the node should attempt to perform
resource verification reduction. VFYRED=YES indicates that LU 6.2 session
initiation requests do not need to be delivered to the target LU. Using the VFYRED
start option may allow you to significantly reduce directed verification searches. For
more information about the VFYRED start option, see the 2/0S Communicationd

lSemer_SNA_Neuamzk_melemen.taﬁaa_Gmdd and the 2208 Communications Servert
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The VFYREDTI start option specifies the amount of time resource verification
reduction is to be performed before the resource’s location is verified.

VFYREDTI=8H specifies that resource verification reduction is to be performed for 8
hours. For more information about the VFYREDTI start option, see the

Communications Server- SNA Network Implementation Guidd and the 208

Communications Server- SNA Resaurce Definition Referencd.

The VRTG start option indicates whether VR-based transmission group connections
are to be activated when SSCP-SSCP sessions are established for this node. This

option is valid only for interchange nodes and migration data hosts. VRTG=YES
indicates that such connections are activated when SSCP-SSCP sessions are
established. You can change the value of VRTG with the MODIFY VTAMOPTS

command while VTAM is running.

The VRTGCPCP start option indicates whether CP-CP sessions are supported over
the VR-based transmission group. This option is meaningful only for interchange
nodes and migration data hosts that also specify VRTG=YES. VRTGCPCP=YES

(the default value) indicates that CP-CP sessions are supported over VR-based

transmission groups.

* =====> BEGINNING OF DATA SET ATCSTRO1

S e ok ook ook ok ook ok koo ko ko ko ek ok e ko kR ko ke ko

*  ATCSTRO1 - VTAM START LIST FOR AN ICN NODE - A01 *

S e o o ek ook ko ko R ok ke Rk Rk ko
AUTHLEN=YES, *% AUTHORIZE LEN PRIORITY **xX
AUTORTRY=AUTOCAP, **X
AUTOTI=0, %X
BN=NO, *% NO EXTENDED BORDER NODE FUNCTION *=*X

CDSERVR=NO,
CDSREFER=3,
CINDXSIZ=8176,
CONFIG=01,
CPCP=YES,
DISCNTIM=15,
DYNADJCP=YES,
DYNLU=YES,
ENHADDR=YES,
HOSTPU=AO1INPU,
HOSTSA=01,
HPR=ANR,
INITDB=ALL,
MSGLEVEL=V4R1,
NETID=NETA,
NODETYPE=NN,
NQNMODE=NQNAME,
ROUTERES=1,
SORDER=APPN,
SSCPID=01,
SSCPNAME=AO1N,
SWNORDER=CPNAME,
VFYRED=YES,
VFYREDTI=8H,
VRTG=YES,
VRTGCPCP=YES,
VERIFYCP=NONE

*%*

* =====> END OF DATA SET ATCSTRO1

NOT A CENTRAL DIRECTORY SERVER *%X
CENTRAL DIRECTORY SERVER SELECTION#*X

CIT & CONVT INDEX TABLE SIZE *xX
MAJOR NODE ACTIVATION CONFIG LIST ==X
CP-CP SESSION CAPABLE x%X
SSCP-PU DEACTIVATION DELAY *%X
DYNAMIC ADJACENT CP (DEFAULT) *%X
DYNAMIC LU *%X
CAN USE HIGH ORDER ELEMENT ADDRESS#*X
HOST SUBAREA PU NETWORK NAME *xX
UNIQUE SUBAREA ADDRESS *%X
ANR-LEVEL HPR SUPPORT *%X
BOTH DS AND TRS DATABASES LOADED **X
MESSAGES *%X
HOST NETWORK IDENTIFIER *%X
ICN NETWORK NODE *%X
FULLY QUALIFIED NAMES USED *xX
ROUTING RESISTANCE *%X
APPN NETWORK SEARCHED FIRST x%X
UNIQUE SSCP IDENTIFIER *xX
GATEWAY SSCP NAME *%X
SWITCHED PU SEARCH ORDER *%X
LU 6.2 VERIFICATION REDUCTION *%X
VERIFICATION REDUCTION TIMER *xX
VR-BASED TG SUPPORTED *%X
CP-CP SESSIONS OVER VRTG LINKS *%X
VERIFY CP (DEFAULT) *%

Composite Network Node Start Option List

A composite network node is composed of a VTAM and any NCPs that it owns. In
an APPN network, it functions as a network node and appears to the APPN network

as a single node.
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A composite network node is defined by coding the HOSTSA start option, specifying
the NODETYPE start option as NN, and by activating an NCP from that VTAM. If
the composite network node has APPN connections through its NCP, the NCP
needs to be at Version 6 Release 2 or greater. In addition, for border node or
connection network connections, the NCP needs to be at Version 7 Release 1 or
greater.

For an example of a start option list used by a composite network node, see

For more information about composite network nodes, see the kg
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A migration data host (MDH) combines the function of an end node with the
function and role of a subarea data host. It resides on the border of an APPN
network and a subarea network. For more information about migration data hosts,

see the 20S Communications Server- SNA Network Implementation Guidd.

The following sample is the start list for AO1. It is the combination of
NODETYPE=EN and the HOSTSA start option as shown below that defines this
node as a migration data host (MDH). CPCP=YES allows this end node to activate
CP-CP sessions with an adjacent network node, acting as the end node’s network
node server. The end node is permitted to activate CP-CP sessions with only one
adjacent network node (its network node server) at a time.

NETID, SSCPID, and SSCPNAME are required start options. HOSTPU is not
required, however, it is recommended if you are using NetView. The CONFIG start
option identifies a unique name of the configuration list to be activated when VTAM
starts.

The CINDXSIZ start option specifies the maximum size of the CID and CONVID
index tables. The new default value is 8176 bytes.

DYNLU=YES enables dynamic definition of independent LUs using CDRSC
definitions.

The HPR start option specifies the level of HPR support provided by VTAM.
HPR=RTP indicates that this migration data host provides RTP-level HPR support,
meaning that it can be the endpoint of an HPR route. RTP is the default HPR value
for migration data hosts.

GWSSCP=NO should always be coded for migration data hosts. If it is not, the
node will come up successfully, but an error message will be issued.

MSGLEVEL=V4R2 specifies that VTAM issues the V4R2 version of messages listed

in E/0S_ Communications Server- SNA Messaged

The SORDER start option controls the order in which the APPN and subarea
networks are searched when a search request for an unknown LU is received at
this node from the subarea network. SORDER=APPN (the default value) specifies
that the APPN network is to be searched first. The user may specify that the
subarea network is to be searched first (SORDER=SUBAREA).
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The VERIFYCP start option is used to specify whether VTAM is to perform LU-LU
session-level verification during activation of LU 6.2 sessions involving control
points. VERIFYCP=NONE specifies that no verification of the partner LU’s identity is
to take place during session activation.

The VFYRED start option specifies whether the node should attempt to perform
resource verification reduction. VFYRED=YES indicates that LU 6.2 session
initiation requests do not need to be delivered to the target LU. Using the VFYRED
start option may allow you to significantly reduce directed verification searches For
more information about the VFYRED start option, see the

lSe.mer_SNA_Ne.twozk_meLemeatanaa_Gwdd and the 208 Communications Servert

VRTG=YES indicates that a VR-based transmission group connection is to be
activated whenever SSCP-SSCP sessions are established for this node. Since both
the NODETYPE and HOSTSA start options were used, VRTGCPCP=YES,
indicating that CP-CP sessions are supported over VR-based transmission groups,
is taken as the default.

SRCHRED=ON specifies that this node reduces searches for resources which are
found to be unreachable. The default value for SRCHRED is OFF.

SRCOUNT=100 specifies that requests for a resource are to be limited to 100
before VTAM attempts to locate the resource again. SRCOUNT is meaningful only if
search reduction is active. The default value for SRCOUNT is 10.

SRTIMER=1000 specifies that VTAM will not conduct a search for an unreachable
resource until 1000 seconds have elapsed.

ENHADDR=YES specifies that VTAM can assign element addresses greater than
65 535 for PLUs.

The TRACE, TYPE=VTAM,OPT=ALL start option indicates that all VTAM internal
trace options should be started. A new internal trace option, OPTION=CFS, has
been added for the generic resources function.

* =====> BEGINNING OF DATA SET ATCSTRV1

B R R R R R R R R R R R R R R R R R R R R R R R R R R R R R

+  ATCSTRV1 - VTAM START LIST FOR A MIGRATION DATA HOST NODE - AOIN =

R o e o e e R R R T R R R R R S S R L S R E L Lt L L

SSCPID=010001, HOST ID X
MSGLEVEL=V4R2, VTAM V4R2 VERSION OF VTAM MESSAGES X
SORDER=APPN, APPN NETWORK SEARCHED FIRST X
MSGMOD=NO, DO NOT IDENTIFY MESSAGE-ISSUING VTAM MODULE X
SSCPNAME=AO1N, HOST NAME X
CONFIG=01, START CONFIG X
CINDXSIZ=8176, CIT & CONVT INDEX TABLE SIZE X
NETID=NETA, IN NETA X
NQNMODE=NQNAME, FULLY QUALIFIED NAMES USED X
NODETYPE=EN, END NODE X
HOSTSA=01, SUBAREA HOST NUMBER X
GWSSCP=NO, SSCP CAN NOT BE A GATEWAY SSCP X
DYNLU=YES, DYNAMIC LU X
HPR=RTP, HPR CAPABILITY X
VRTG=YES, VIRTUAL ROUTE-BASED TRANSMISSION GROUPS X
SRCHRED=0N, SEARCH REDUCTION FOR UNREACHABLE RESOURCES X
SRCOUNT=100, SEARCH REDUCTION RESOURCE REQUEST LIMIT X
SRTIMER=1000, SEARCH REDUCTION TIME LIMIT X
TRACE, VTAM INTERNAL TRACE OPTIONS X
TYPE=VTAM, X
OPT=ALL, ALL INTERNAL TRACE TYPES STARTED X
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SIZE=500, NUMBER OF PAGES IN INTERNAL TRACE TABLE X
VFYRED=YES, LU 6.2 VERIFICATION REDUCTION X
XNETALS=YES, ALLOWS CONNECTION TO ADJACENT NETWORKS X
ENHADDR=YES, CAN USE HIGH ORDER ELEMENT ADDRESSES FOR PLUSX
CPCP=YES, CP-CP SESSION X
DYNADJCP=YES, DYNAMIC ADJACENT CP (DEFAULT) X
VERIFYCP=NONE, VERIFY CP (DEFAULT) X
CRPLBUF=(200), PAGEABLE RPL POOL X
LFBUF=(100,,10,,10,33), FIXED LARGE BUFFER POOL X
LPBUF=(64,,4,,4,22), PAGEABLE LARGE BUFFER POOL X
SFBUF=(60), FIXED SMALL BUFFER POOL X
SPBUF=(32) PAGEABLE SMALL BUFFER POOL

x =====> END OF DATA SET ATCSTRV1

Start Option List with Border Node Support

A VTAM border node (BN=YES) is an extension to VTAM network node capabilities
which allows APPN connectivity between APPN networks and allows partitioning of
APPN networks into smaller subnetworks to reduce topology and search activity.

Note: NCP Version 7 Release 1 or later is required for border node function
through an NCP.
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Figure 33. APPN Subnetworks through APPN Multiple Network Connectivity Support

VTAM border node implements extended border node function, which allows two
types of subnetwork boundaries. An extended subnetwork boundary interconnects
two extended border nodes. A peripheral subnetwork boundary interconnects a
border node with a network node which does not have the extended border node
function. While the peripheral boundary allows more flexibility concerning the
capabilities of the partner node across the boundary, it is limited to supporting
searches and sessions where either the origin or destination of the search resides
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in the subnetwork of the non-native partner node. See the [z20S Communications
Server: SNA Network Implementation Guidd for more information about border

nodes.

In Eigure 33 on page 187, the subnetwork boundary between HOSTA and HOSTB
is an extended boundary, provided both VTAMs were started with BN=YES. The
boundary between HOSTB and the AS/400 in subnetwork D is a peripheral
boundary since the AS/400 does not have extended border node capabilities.

On page fiad is a start list for an APPN interchange node implementing the border
node function.

The BNDYN start option controls the level of dynamics that VTAM uses when
routing a request across APPN subnetwork boundaries. BNDYN=NONE defeats
dynamics and requires that adjacent cluster routing lists be defined for all
cross-subnetwork routing. BNDYN=LIMITED allows cross-subnetwork routing
targets which match the destination resource’s network identifier to be included
dynamically, in addition to any cross-subnetwork routing targets through which this
node has learned the destination resource’s network identifier. BNDYN=FULL will
exhaustively search all active cross-subnetwork targets in its search for the
destination resource. The BNDYN start option is valid only when BN=YES for this
node.

The BNORD start option is used to control the search order when searching across
subnetwork boundaries. BNORD=PRIORITY (the default) tells VTAM that in
performing cross-subnetwork searches VTAM should give preference to nodes for
which the most recent search was successful and to nodes whose NETID matches
the DLU’s NETID. BNORD=DEFINED specifies that searches are performed in the
order that you define border nodes and nonnative network nodes. The BNORD start
option is valid only when BN=YES for this node.

The SNVC (subnetwork visit count) start option is a number between 1-255 that
specifies the maximum number of subnetworks that the border node will search
when looking for a resource. SNVC=1 restricts the search to the current network.
Thus, SNVC=4 restricts the search to networks three hops away. This start option is
valid only when BN=YES for this node.

x =====> BEGINNING OF DATA SET ATCSTRO1

khkkhkhkhkhkhkhkhkhkhkhkhkhkhkhhhkhhhhhhhkhhhhkhkhkhkhhhdhhhdhdhdhhdhdhhdhdhdhdhdhhhhhhhhhhhhhhhhhkhxkx

x  ATCSTROL - VTAM START LIST FOR AN ICN NODE - A0l *

dhkkhkhkhkhkhkhkhkhkhkhhkhkhkhhkhkhhhhhhhhhhhhhhdhdhddhhddhdhdhdhdhdhdhdhdhhdhhdhhhhhhhhhhhhhhhhxx
BN=YES, #% BORDER NODE kX
BNDYN=FULL, % DYNAMIC ADJCLUST TABLE wxX
BNORD=PRIORITY, % TABLE SEARCH ORDER kX
CONFIG=01, #% MAJOR NODE ACTIVATION CONFIG LIST #*X
CPCP=YES, #% CP-CP SESSION CAPABLE *xX
DYNLU=YES, #% DYNAMIC LU wxX
HOSTPU=AOINPU, % HOST SUBAREA PU NETWORK NAME wxX
HOSTSA=01, #% UNIQUE SUBAREA ADDRESS kX
NETID=NETA, % HOST NETWORK IDENTIFIER wxX
NODETYPE=NN, #% NETWORK NODE wX
SNVC=4, #% SUBNETWORK VISIT COUNT *exX
SSCPID=01, % UNIQUE SSCP IDENTIFIER wxX
SSCPNAME=AQ 1N #% GATEWAY SSCP NAME *k

x =====> END OF DATA SET ATCSTRO1

To customize routing for a VTAM border node to match the requirements of your
installation, VTAM offers the ablllty to define adjacent cIuster routing lists. For more
information on these lists, see 2
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An APPN network boundary is automatically established when two APPN network
nodes have differing network identifiers. In addition, you can also create a
subnetwork boundary by coding the NATIVE operand on the ADJCP statement or
PU statement representing a partner APPN network node. For an example of a
subnetwork boundary for a local SNA PU (using APPN host-to-host channel) see

FDofining Subnetuork Boundasdies: ~d,

Central Directory Server Start Option List

A central directory server is a network node that builds and maintains a directory of
resources throughout the network. This directory reduces the number of network
broadcast searches to at most one per resource. VTAM network nodes and end
nodes register their resources with a central directory server. For additional
information on VTAM central directory servers, see the icati

Server: SNA Network Implementation Guidd

In the sample start option list below, the start option CDSERVR=YES means that
this node will be a central directory server. Only network nodes can be central
directory servers.

NETID, SSCPID, and SSCPNAME are required start options. HOSTPU is not
required, however, it is recommended if you are using NetView. The CONFIG start
option identifies a unique name of the configuration list to be activated when VTAM
starts.

* =====> BEGINNING OF DATA SET ATCSTR82

R R e e e e R e T S T R R R S S R R S S R R L R L s L e L

*  ATCSTR82 - VTAM START LIST FOR AN APPN NETWORK NODE (PURE) - A82 =*

Jeok kK Ko ok ok ok ko ok ok ok kT ok ok ok e ok o ok ok ok o ok ok ok ok o o ok ok o ok ok o ok ok ok ok K

CDSERVR=YES, *+ CENTRAL DIRECTORY SERVER *%X
CONFIG=82, *% MAJOR NODE ACTIVATION CONFIG LIST #*X
CPCP=YES, *% CPCP SESSION *%X
DYNLU=YES, *% DYNAMIC LU *%X
HOSTPU=A82NPU, *% HOST SUBAREA PU NETWORK NAME *%X
NETID=NETA, *% HOST NETWORK IDENTIFIER *xX
NODETYPE=NN, *%* NETWORK NODE *%X
SSCPID=82, *+ UNIQUE SSCP IDENTIFIER *%X
SSCPNAME=A82N ** GATEWAY SSCP NAME *%
x =====> END OF DATA SET ATCSTR82

Using MVS System Symbols to Define Start Option Lists

By using MVS system symbols in VTAMLST, you can code a single start option list
that can be used to start VTAM on multiple systems. You also can use MVS system
symbols to reduce system definition in single system environments.

Note: To use MVS system symbols in VTAM, you must have, at a minimum,
MVS/ESA V5R2.

For instance, to define a single start option list for use on any of your VTAM
interchange nodes you could use the following start option list that uses MVS
system symbols.

E R e e e e e e T e T T T T S T e Tt L
*

* Description: Start definition deck for host 1A
*

AR A AR R A A AR A A A A A A A A A A A A A A AR Ak hhhhhhhhhhhhhhhkhk* * %

*

SSCPID=0&NUMBERL. , Host 1D X
SSCPNAME=SSCP&SYSCLONE., Host name X
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CONFIG=&SYSCLONE., Start config X
&NET.&ID=8NET.&USERSYM1;, In NETA X
NODETYPE=NN, ICN node X
HOSTSA=0&NUMBER1. , Subarea host number X
MAXSUBA=&NUMBER2 .&NUMBER5 .&NUMBER5., Max Subarea Number X
HOSTPU=PUT5&SYSCLONE. , HOST PU X
CPCP=YES, CP-CP session X
DYNADJCP=YES, Dynamic adjacent CP (default) X
ROUTERES=1, Route address X
DYNLU=YES, Dynamic LU X
VERIFYCP=NONE, Verify CP (default) X
CDSERVR=NO, DIRECTORY SERVER X
TRACE, X

TYPE=VTAM, X

OPT=ALL, X

SIZE=200, Start VIT X
CRPLBUF=(&NUMBER2 .&NUMBERO .&NUMBERO.), CRPL X
LFBUF=(100,,10,,10,33), Fixed large buffer pool X
LPBUF=(6&NUMBER4. , ,&NUMBER4. , ,&NUMBER4. ,22), X
SFBUF=(60), Fixed small buffer pool X
SPBUF=(32) Pagable small buffer pool

You assign values to MVS system symbols by including definitions for them in the
IEASYMM1 parmlib member, as in the sample below:

*kkkkkkkkkkk

wwxxksxxkixx  TEASYMML MEMBER

*kkhkkkkhkkkkk

SYSDEF  SYSCLONE(1A)
SYMDEF (8USERSYM1="A")
SYMDEF (&USERSYM2="1")
SYMDEF (8&USERSYM3="GUY")
SYMDEF (&USERSYM4="A1A%")
SYMDEF (8&USERSYM5="APPLIA")
SYMDEF (8USERSYM6="P")
SYMDEF (&USERSYM7="SSCPNAME ')
SYMDEF (&NET="NET")
SYMDEF (&NAME="NAME ')
SYMDEF (&ID="1D")
SYMDEF (&SSCP="SSCP")
SYMDEF (&NUMBERO="0")
SYMDEF (&NUMBER1="1")
SYMDEF (&NUMBERO1='01")
SYMDEF (&NUMBER2="2")
SYMDEF (&NUMBER4="4")
SYMDEF (&NUMBER5="5")
SYMDEF (&NUMBER10="10")
SYMDEF (&N60000="60000")
SYMDEF (8LIST='LIST")
SYMDEF (&LISTIA="1A")
SYMDEF (8APPL1A="'APPL1A")
SYMDEF (&PATHIA="'PATHIA")
SYMDEF (&CDRSC1A="CDRSCIA")
SYMDEF (&CDRM1A="'CDRMIA")
SYMDEF (8H0ST1A="1A")
SYMDEF (8H0ST2A="2A")
SYMDEF (&NETA="'2A")
SYMDEF (&SSCPNAME="SSCP1A")
SYMDEF (&CONFIG="GM")
SYMDEF (8APPLNAME="POAPPL1A")
SYMDEF (8APPL="APPL")
SYMDEF (&USERXX="XX")
SYMDEF (8USERYY="YY")
SYMDEF (&UNET="A")
SYMDEF (&QUESTION="'2")
SYMDEF (8ASTER="%")
SYMDEF (8AMPER="&")
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SYMDEF (8LINE='LINE')
SYMDEF (&TYPE="TYPE"')
SYMDEF (&CTC="'CTC")
SYMDEF (&PU="PU")
SYMDEF (&LU="LU")

kkhkkhkkhkhkkhkhkk

*%kKkkkkxxxxxx | OADM1 MEMBER

When these MVS system symbols are resolved, the start list shown above becomes

the following:

R e e e e e T T e T T T e T T e L

*

* Description: Start definition deck for host 1A

*

khkkhkkhkhhhhhhhhhhhrhhhhrdhrdhrrhhdhhddxx

*
SSCPID=01,
SSCPNAME=SSCP1A,
CONFIG=1A,
NETID=NETA,
NODETYPE=NN,
HOSTSA=01,
MAXSUBA=255,
HOSTPU=PUT51A,
CPCP=YES,
DYNADJCP=YES,
ROUTERES=1,
DYNLU=YES,
VERIFYCP=NONE,
CDSERVR=NO,
TRACE,
TYPE=VTAM,
OPT=ALL,
SIZE=200,
CRPLBUF=(200),
LFBUF=(100,,10,,10,33),
LPBUF=(64, ,4,,4,22),
SFBUF=(60),
SPBUF=(32)

Host ID

Host name

Start config

In NETA

ICN node

Subarea host number
Max Subarea Number
HOST PU

CP-CP session
Dynamic adjacent CP (default)
Route address
Dynamic LU

Verify CP (default)
DIRECTORY SERVER

Start VIT

CRPL

Fixed large buffer pool
Pageable large buffer pool
Fixed small buffer pool
Pagable small buffer pool

Chapter 16. VTAM Start Option Lists
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Chapter 17. Configuration Lists

About This Chapter

This chapter contains sample configuration lists.

A configuration list specifies the resources that are to be activated automatically
when you start VTAM. Writing a configuration list:

* Reduces the amount of operator involvement and the chance of entering
incorrect information

¢ Enables VTAM to initialize the domain faster.

Each entry in the configuration list identifies the name of a member of the VTAM
definition library. For more information on implementing configuration lists, see the

The rest of this chapter shows sample configuration lists for various types of VTAM
nodes.

Configuration List for an Interchange Node

x =====> BEGINNING OF DATA SET ATCCONO1

dhkkhkhkhkhkhkhkhkhkhhhkhkhhhhhhhhhhhhhhdhhdhdhhdhdhhhdhdhhdhdhdhhdhhhhhhhhhhhhhhhhhhdhdhdkxx

x  ATCCONO1 - VTAM CONFIG LIST FOR AN APPN ICN NODE - A0l *

AR R A AR A A A R A A A A A A A A A A A A A A A A A AR KI IR IRk hhhhhhhhhhhhhhhhkhk* *kkkkkKk
AQ1ADJ, x% ADJACENT SSCP TABLE wxX
AO1APPLS, x% HOST APPLICATIONS wxX
AO1CDRM, % CROSS DOMAIN RESOURCE MANAGERS wX
AB1CDRSC, % CROSS DOMAIN RESOURCES *exX
AO1LOCAL, % LOCAL NON-SNA TERMINALS wxX
AO1PATHS x% PATH TABLES

* =====> END OF DATA SET ATCCONO1

Configuration List for a Subarea Node
* ====w=> BEGINNING OF DATA SET ATCCONO2

KRKKIIII KK KA KKK KKK KRR KR AKX KRKRKAKRKRKAA KRRk, * %% *k%k *k%k * k*kkkhkkhk

*  ATCCONOZ - VTAM CONFIG LIST FOR A SUBAREA NODE - SUBAREA A02 *

R R o o e R R R T T T R R R S S R S R E R L L L

AO2ADJ, ** ADJACENT SSCP TABLE *%X
AOQ2APPLS, ** HOST APPLICATIONS *%X
AO2CDRM, *% CROSS DOMAIN RESOURCE MANAGERS *%X
A02CDRSC, *% CROSS DOMAIN RESOURCES *xX
AO2LOCAL, *% LOCAL NON-SNA TERMINALS *%X
AOQ2PATHS ** PATH TABLES

x =====> END OF DATA SET ATCCONO2

Configuration List for a Network Node

Note: As you will notice below, the configuration list for an APPN network node
does not include entries for an adjacent SSCP table, cross-domain resource
manager major node, cross-domain resource major node, or path table.
Since an APPN network node does not have subarea capability, these
resources have no meaning for that node.

% =====> BEGINNING OF DATA SET ATCCON82

ek ek ke ok ok ek ok o ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok Kk A FE SIS AT AR NI A A AR AT II
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*  ATCCON82 - VTAM CONFIG LIST FOR AN APPN NETWORK NODE - A82 *

B R R R R R S T T L *%
A82APPLS, *% HOST APPLICATIONS *xX
A82LOCAL *% LOCAL NON-SNA TERMINALS

x =====> END OF DATA SET ATCCON82

Configuration List for a Migration Data Host Node

x =====> BEGINNING OF DATA SET ATCCON50

khkkkkkhkhkkkhkkhkhhkkhhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhhkhhhhhhhhhhhhhhhhhhhhhhhhhhhhhkkhkkxkx

x  ATCCON50 - VTAM CONFIG LIST FOR AN APPN MDH NODE - A500 *

*hkkhkhkhhhkhhkhkhhhkhkhhhkhhhhhhhhhhhhhhhhhhdhdhhdhdhdhdhdhdhhdhhdhhdhhhhhhhhhhhhhhhhhdxx
A50ADJ, x% ADJACENT SSCP TABLE *xX
ASQAPPLS, % HOST APPLICATIONS wX
A5QCDRM, % CROSS DOMAIN RESOURCE MANAGERS *exX
A5QCDRSC, % CROSS DOMAIN RESOURCES wxX
A5QLOCAL, % LOCAL NON-SNA TERMINALS *#X
ASOPATHS x% PATH TABLES

x =====> END OF DATA SET ATCCON50

Configuration List for an End Node

Note: As you will notice below, the configuration list for an APPN end node does
not include entries for an adjacent SSCP table, cross-domain resource
manager major node, cross-domain resource major node, or path table.
Since an APPN end node does not have subarea capability, these resources
have no meaning for that node.

* =====> BEGINNING OF DATA SET ATCCON27

ook ko koo ko ok ko ok oo ok ook ko koo ke ok ko ko ke ko ok ek ko ok

*  ATCCON27 - VTAM CONFIG LIST FOR AN APPN END NODE - B127 *

e s o e o oo ek o ook o o e ok e ek
B27APPLS, *% HOST APPLICATIONS **%X
B27L0CAL *% LOCAL NON-SNA TERMINALS

Configuration List Using MVS System Symbols

194

By using MVS system symbols in VTAMLST, you can code a single configuration
list that can be used to start VTAM on multiple systems.

Note: To use MVS system symbols in VTAM, you must have, at a minimum,
MVS/ESA V5R2.

The following configuration list is coded using MVS system symbols.

kkhkkkkhkkkhkkhkhkkhhkkhhkkhhkkhkhkkhhkhkhhkkhhkhkhkkhkhkkhhkhkkhhkhkkhkkhkhkkhkkkhkkkkk*
*

* Description: Configuration definition deck for host 1A
*
khkhkkhhkkhkhhhkhhhkhhhdhhhhhhhdhhdhhdrhhhhhhdhhdrhdrxhdhhdhrdxxsx

CDRSC&SYSCLONE. , X
PATH&SYSCLONE. , X
APPL&USERSYM2 .&USERSYML. , X
CDRM&SYSCLONE.

You assign values to MVS system symbols by including definitions for them in the
IEASYMM1 parmlib member, as in the sample below:

kkhkkhkkhkkkhkkkkkkkx

*kFkxHkkxkxxkx  TEASYMM1 MEMBER

kkhkkkhkhkkhkhkkkkk
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SYSDEF SYSCLONE(1A)
SYMDEF (&USERSYM1="A")
SYMDEF (&USERSYM2="1")

*kkkkxkkkhkx

*kxkkkxkkxxx | OADM1 MEMBER

kkhkkhkkhkhkhkhkhkkhkkhkk

When these MVS system symbols are resolved, the configuration list shown above
becomes the following:

Jeok ok ok ok ko ok ok ok ok ok ko ok ok ok e ok ok e ok ok e ok ok ek ok ok ok K Kk *%

*
* Description: Configuration definition deck for host 1A
*

B R R R R R R R R R R R R R R R R R R R R R R R R R S R

CDRSCIA, X
PATHIA, X
APPL1A, X
CDRM1A
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Chapter 18. Table Definitions

About This Chapter

This chapter contains sample definitions (or references sample definitions) for
VTAM'’s user-defined tables.

Adjacent SSCP Table

The adjacent SSCP table is only used by nodes with subarea capability. Thus,
nodes which have APPN capability but not subarea capability do not use adjacent
SSCP tables.

The adjacent SSCP table contains lists of adjacent SSCPs that can be in session
with a host VTAM or be used to establish sessions with SSCPs in other networks.
VTAM searches other SSCPs when it receives a session request for a resource that
is not in its domain. First, it sends a session initiation request to the SSCP specified
in the CDRM operand of that resource’s CDRSC statement. If a CDRM is not
coded, and you have defined a default SSCP list, VTAM sends the session setup
request for the undefined destination logical unit to each SSCP in the list until either
the owning SSCP is found or the end of the list is reached. You can also allow
VTAM to dynamically define an adjacent SSCP table by coding the start option
DYNASSCP=YES or letting it default.

To improve SSCP search performance, you can use the adjacent SSCP selection
function of the session management exit routine to shorten or reorder the list of
adjacent SSCPs to which an LU-LU session request is directed.

For more information about adjacent SSCP tables, see the [zZ0S Communications
lSenze.r_SNA_NaMack_melemen.taﬂan_Gmdd and the zZ0S Communications Servert

The adjacent SSCP tables for the subarea-capable nodes in the network depicted

by [Eigure 10 on page 36 are shown below.

SORDER= Operand on ADJSSCP Tables

This new function enhancement makes it easier for you to control the search order
used by VTAM (SORDER) by allowing you to specify a different SORDER= value
on each ADJSSCP table.

For more information about the SORDER= operand, refer to SNA Operations.

ADJSSCP  VBUILD TYPE=ADJSSCP * Define ADJSSCP Tables
DEFAULT NETWORK * Default ADJSSCP Table
SSCP1IA ADJCDRM * SORDER=STARTOPT (Default)
SSCP2A ADJCDRM

N mrmmmmc e cccccc s mCEEE E E E e e e e -
SSCP1A CDRM SORDER=APPNFRST * SSCP1A ADJSSCP Table
SSCP1A ADJCDRM * SORDER=APPNFRST (Override)
SSCP2A ADJCDRM

g g g g S S g g g S S R R ——
SSCP2A CDRM * SSCP2A ADJSSCP Table
SSCP2A ADJCDRM * SORDER=STARTOPT  (Sifted)

SSCP1IA  ADJCDRM

NETA NETWORK NETID=NETA,SORDER=APPNFRST * NETA ADJSSCP Table
SSCP1IA ADJCDRM * SORDER=APPNFRST
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SSCP2A ADJCDRM

SSCPIA  CDRM  SORDER=APPN * NETA/SSCP1A ADJSSCP Table
SSCP1A  ADJCDRM % SORDER=APPN (Override)
SSCP2A  ADJCDRM

g g g g g g gy
SSCP2A CDRM  SORDER=STARTOPT x NETA/SSCP2A ADJSSCP Table
SSCP2A  ADJCDRM % SORDER=STARTOPT (Override)

SSCP1IA ADJCDRM

NETB NETWORK NETID=NETB,SORDER=SUBAREA = NETB ADJSSCP Table
SSCP7B  ADJCDRM * SORDER=SUBAREA
SSCP9C  ADJCDRM

SSCP7B  CDRM * NETB/SSCP7B ADJSSCP Table
SSCP7B ADJCDRM * SORDER=SUBAREA (Sifted)
SSCP9C  ADJCDRM

NETC NETWORK NETID=NETC,SORDER=SUBAREA * NETC ADJSSCP Table
SSCP9C  ADJCDRM * SORDER=SUBAREA
SSCP7B ADJCDRM

SSCP9C  CDRM SORDER=ADJSSCP
SSCP9C  ADJCDRM
ISTAPNCP ADJCDRM
SSCP7B  ADJCDRM

NETC/SSCP9C ADJSSCP Table
SORDER=ADJSSCP  (Override)
ISTAPNCP Explicitly Coded

Adjacent SSCP Table for Host C01

198

The first two ADJCDRM statements in the following sample comprise a default
SSCP list because they are not preceded by any CDRM or NETWORK statement.
A17N and BO1N comprise a default list that CO1 will use for routing throughout the
SNA-interconnected network when either of the following is true:

* The network of the destination logical unit (DLU) is unknown.

* The destination network’s ID is known, but no adjacent SSCP tables are defined
which correspond to the destination network.

The default list for NETA is A17N and BO1N. The default list for NETB is BO1N and
A17N.

If the destination CDRM is known to be A17N, A500N, or AO1N in network NETA,
the adjacent list is comprised of A17N.

* =====> BEGINNING OF DATA SET CO1ADJ
S S e oo ook o ook o ko ook ek o e ok ek o ko ke ek o e ke ok
COIN VBUILD TYPE=ADJSSCP

A17N ADJCDRM

BOIN ADJCDRM
B R
* NETWORKA  ADJSSCPS *
KRR AR A A R A AR R AT A AT AR AT AR F AT H T AT AR AK
NETA NETWORK NETID=NETA

A17N ADJCDRM

BOIN ADJCDRM

A17N CDRM
A500N CDRM
AOIN CDRM
Al7N ADJCDRM
AO2N CDRM
A17N ADJCDRM
A81N CDRM

A17N ADJCDRM
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B R R R R R R R R R R R R R

* NETWORKB  ADJSSCPS *
khkkhkhkhkhkhkhkhkhkhkhkhkhkhkhhkhhhhhhkhkhkhkhhkhkhkhkhdhhdhdhdhdhdhdhhhdhdhdhdkdx*k
NETB NETWORK NETID=NETB

BOLN ADJCDRM

AL7N ADJCDRM

BOIN CDRM

B128N  CDRM

BOIN ADJCDRM

A17N ADJCDRM

% =====> END OF DATA SET CO1ADJ

Adjacent SSCP Table for Host A01

* =====> BEGINNING OF DATA SET AO1ADJ

Sk e ok o ok ko ok ook ok ko ok ko ke ok ko ek ok ek ek ok ook e ok ko ek ke ok
AOIN VBUILD TYPE=ADJSSCP

AO2N ADJCDRM

A17N ADJCDRM

A81IN ADJCDRM

A500N ADJCDRM

B e o T T T T e T

* NETWORKB ~ ADJSSCPS *
B RO
NETB NETWORK NETID=NETB

BOIN ADJCDRM

A17N ADJCDRM

BOIN CDRM

B128N CDRM

BOIN ADJCDRM

Al7N ADJCDRM

B R R R R R R R R R R R R T T

* NETWORKC ~ ADJSSCPS *
dhkkhkhkkhkhkhhkhkhkhkhhhhhhhhhhhhhhhdkhkhdhdhdhdhdhhdhdhdhdhdhdhhdkdkx
NETC NETWORK NETID=NETC

COIN CDRM

COIN ADJCDRM

AL7N ADJCDRM

x =====> END OF DATA SET AO1ADJ

Adjacent SSCP Table for Host A02

% =====> BEGINNING OF DATA SET A02ADJ
dhkkhkhkhkhkhkhhkhkhhhhhhhhhhhhhhhhhhdhhdddhdhdhdhhdhdhhhdhhhhhhhhhhhhhhhhhhhhhdkdhdxx
AO2N VBUILD TYPE=ADJSSCP

AOIN ADJCDRM

AL7N ADJCDRM

A8IN ADJCDRM

A500N  ADJCDRM

AR AR AR A A A A A A A A A A A A A A A A A IRk hhkhhhhhhhkkhk
* NETWORKB  ADJSSCPS *
khkkkkhkhkkhkhkkkhkhhkkhkhhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkk,*k
NETB NETWORK NETID=NETB

BOIN ADJCDRM

AL7N ADJCDRM

BO1N CDRM

B128N  CDRM

BOLN ADJCDRM

AL7N ADJCDRM

B e e e T T e T L

* NETWORKC ~ ADJSSCPS *
B S S T s
NETC NETWORK NETID=NETC

COIN ADJCDRM

A17N ADJCDRM

* =====> END OF DATA SET AQ2ADJ
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Adjacent SSCP Table for Host A17

* =====> BEGINNING OF DATA SET A17ADJ
T LR R LS
A17N VBUILD TYPE=ADJSSCP

AQIN ADJCDRM

AO2N ADJCDRM

ASIN ADJCDRM

A500N  ADJCDRM

BOIN ADJCDRM

COIN ADJCDRM
kkhkhkkkhkkkhkkhhkkhhkkhhkkhhkkhhkkhhkhkkhhkkhhkhkkhkkhkhkkhhkkhhkkkkkkx*
* NETWORKB  ADJSSCPS *
khhkkkhkkhkhhhkhhhdhhdhhhhhhhdhhdhhdrhdhhhhdhrdrhdxx
NETB NETWORK NETID=NETB

BOIN ADJCDRM

COIN ADJCDRM

BOIN CDRM

B128N  CDRM

BOIN ADJCDRM

KARkAA kAR hAhh A hh A hdhhhhhhhdhhdrhdrhdhhhhdhhdrhdxx
* NETWORKC ~ ADJSSCPS *
khhkkkhhkhkkhhkhhhhdhhdrhhhhhhhhhdrhdrhhhhhhdrhkdrhdhxk
NETC NETWORK NETID=NETC

COIN ADJCDRM

BOIN ADJCDRM

* =====> END OF DATA SET A17ADJ
Adjacent SSCP Table for Host A500
* =====> BEGINNING OF DATA SET A50ADJ

S o o o ook ko ko ok ko ok ok ok ko ok ko ke ok ko ek ok ek ek ek ek ek
A500N VBUILD TYPE=ADJSSCP

AOIN ADJCDRM

AO2N ADJCDRM

A17N ADJCDRM

A8IN ADJCDRM

B e e e T T T T T T et L

% NETWORKB  ADJSSCPS *
KAKXAKA IRk hhhhhhhhhhhhhhhhhdhhddhdhdhdhdhhdhdhkhdkdxsx
NETB NETWORK NETID=NETB

BOIN ADJCDRM

AL7N ADJCDRM

BOLN CDRM

B128N  CDRM

BOIN ADJCDRM

AL7N ADJCDRM
khkkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhhhhkhhhhkhhhhkhkhkhhkhkhddhhdhdhdhhddhdhdkdk
% NETWORKC ~ ADJSSCPS *
dhkkhkhkhkhkhkhkhhkhkhhkhhhhkhhhhhhhhhhhhhhhdkhhddkhdhdhdhdhdhdhhdkdx*x
NETC NETWORK NETID=NETC

COIN ADJCDRM

AL7N ADJCDRM

« =====> END OF DATA SET A50ADJ

Adjacent SSCP Table for Host A81

* =====> BEGINNING OF DATA SET A81ADJ

e o o ko ok o ko ko ko ko ko ok ko ok ko ko ko ke ke ok ko ok ke ke ke ke ko
A8IN VBUILD TYPE=ADJSSCP

AOIN ADJCDRM

AO2N ADJCDRM

A17N ADJCDRM

A500N ADJCDRM

R o e T T T T T T

* NETWORKB ~ ADJSSCPS *

B e e e e T T T e T T e L L
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NETB NETWORK NETID=NETB
BOIN ADJCDRM

A17N ADJCDRM

BOIN CDRM

B128N CDRM

BOIN ADJCDRM

A17N ADJCDRM

B R R R R R R R R R R R R R

* NETWORKC ~ ADJSSCPS x
dhkkhkhkhkhkhkhkhkhkhkhkhkhkhkhhhhhhhhhkhkhkhhhkhkhdhdhhdhdhdhhdhdhdhhdhdhhdkdk
NETC NETWORK NETID=NETC

COIN ADJCDRM

AL7N ADJCDRM

* =====> END OF DATA SET A81ADJ
Adjacent SSCP Table for Host B01
* =====> BEGINNING OF DATA SET BO1ADJ
B e L e E E E E  EE
BOIN VBUILD TYPE=ADJSSCP

B128N  ADJCDRM
AL7N ADJCDRM
khkkkkkhkhkhkhkhkkhkhhkkhkhhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkkk*k
% NETWORKA  ADJSSCPS *
khkkhkhkhkhkhkhkhkhkhkhkhkkhhhhhhhkhhkhhkhkhkhkhkhkhkhkhkhkhdhdhhdhdhdhdhdhdhdhdkd*k
NETA NETWORK NETID=NETA

AL7N ADJCDRM

A17N CDRM
A500N CDRM
AOIN CDRM
A17N ADJCDRM
AO2N CDRM
A17N ADJCDRM
A81N CDRM

Al7N ADJCDRM

B R o
* NETWORKC  ADJSSCPS *
R
NETC NETWORK NETID=NETC

COIN ADJCDRM

A17N ADJCDRM

* =====> END OF DATA SET BO1ADJ
Adjacent SSCP Table for Host B128
x =====> BEGINNING OF DATA SET B28ADJ

B128N VBUILD TYPE=ADJSSCP
BOIN ADJCDRM

B R R R R R e T T

* NETWORKA  ADJSSCPS *
dhkkhkhkhkhkhkhkhhkhhhhhhhhhhhhhhhhhhdkhhddhhdhdhhdhdhhhhdhhdkdxx
NETA NETWORK NETID=NETA

A17N ADJCDRM

BO1N ADJCDRM

A17N CDRM
A500N CDRM
AOIN CDRM
A17N ADJCDRM
AO2N CDRM
A17N ADJCDRM
ABIN CDRM

Al7N ADJCDRM

B R R e T T e T T

* NETWORKC ~ ADJSSCPS *

B e e e T T T e T T

NETC NETWORK NETID=NETC
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COIN ADJCDRM
BOIN ADJCDRM
A17N ADJCDRM
x =====> END OF DATA SET B28ADJ

Defining an Adjacent SSCP List for CDRSCs

202

You can assign a list of adjacent SSCPs to a CDRSC as the route to use for
cross-domain and cross-network session requests. The list defines the only routes
available when establishing a session with this resource. If these routes are not
available, the session fails. This function should be used when close control of
route selection is desirable.

To define a list of adjacent SSCPs code an ADJLIST definition statement in the
adjacent SSCP table. VTAM builds the adjacent SSCP list from the ADJCDRM
definition statements which follow one or more ADJLIST statements.

The name of the ADJLIST definition statement defines the name of the adjacent

SSCP list. This name is used by the ADJLIST operand on the CDRSC definition

statement for a resource to specify which adjacent SSCPs should be used for all
session setup requests for that resource. Only one adjacent list may be specified
for a specific cross-domain resource.

The sample adjacent SSCP table below defines four adjacent SSCP lists: LIST1,
LIST2, LIST3, and LIST4. LIST1 and LIST3 are identical. See LAd;ace.nLSSQP_LLsLd
[oLCD.BSQsLo.n_page_Bd for the corresponding CDRSC cross-domain resource
major node. That cross-domain resource major node defines cross-domain
resources that specify LIST1, LIST2, LIST3, and LIST4 as their adjacent SSCP
lists.

The NETID operand is omitted from the NETWORK statement labeled NETB,
indicating that the three ADJCDRM statements that follow define a default SSCP list
for all networks.

For more information on implementation of adjacent SSCP lists, see the EZ03
. otons Sarvar SNA N AT el

B o e T R T R R R R R S R R R R R e R R 2

* ADJSSCP DECK = ADJ7B FOR HOST SSCP7B *

B e e T R R R S e S R R R R R e R e 2

*

ADJ7B VBUILD TYPE=ADJSSCP

*

LIST1 ADJLIST * listl and List3 are identical Tists
LIST3 ADJLIST

SSCP1A ADJCDRM * sscpla tried first

SSCP9C  ADJCDRM * sscp9c tried next if sscpla fails
* * no other sscps will be tried

*

LIST2 ADJLIST

SSCP9C  ADJCDRM

SSCP1A ADJCDRM

*

LIST4 ADJLIST * use list4 if only sscpla to be used
SSCP1A ADJCDRM

*

NETB NETWORK
*

SSCP1IA ADJCDRM
SSCP2A ADJCDRM
SSCP9C  ADJCDRM

*
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NETA NETWORK NETID=NETA
*

SSCP2A ADJCDRM

SSCP1A ADJCDRM

*

NETC NETWORK NETID=NETC

*

SSCP9C  ADJCDRM

Adjacent Cluster Routing List

The adjacent cluster (ADJCLUST) routing list allows you to define which adjacent
APPN subnetworks a VTAM border node should search. For each adjacent
subnetwork, you can define a list that specifies the adjacent nodes to which a
search request is sent. Adjacent cluster routing lists require that the host nodes at
which they are installed be defined with the BN=YES start option.

In the sample adjacent cluster table shown below, the VBUILD definition statement
identifies ASOADJC1 as an adjacent cluster routing list.

The NETWORK definition statement optionally specifies the NETID operand and the
SNVC (subnet visit count) operand. A NETWORK definition statement indicates the
beginning of the definition of a list of adjacent nodes that should be searched when
VTAM receives a request to search for a resource with a NETID matching one of
those specified on the NETWORK definition statement. Thus, the second
NETWORK statement begins the definition of a routing list that is used if the search
request is for a resource with the network ID NETA. In addition, the SNVC=5 coded
on the third NETWORK statement indicates that the maximum number of
subnetworks this border node will search when looking for a resource with either
network ID NETB or network ID NETC is 4.

By not coding NETID, you define a default routing list, as illustrated by the first
NETWORK definition statement. This routing list is used if

» a non-network qualified request is received, or

* a network qualified request is received and the NETID specified is not defined in
any NETWORK statement.

The nodes that make up the routing list are defined by the NEXTCP definition
statements that follow the NETWORK definition statement. Thus, if a search
request arrives specifying a resource with NETA as a network ID, NETA.A81N is the
next node to be searched for that resource.

The SNVC operand, specified on either the NETWORK or NEXTCP statement,
overrides the value of the SNVC start option for this host. In addition, the SNVC
value on the NEXTCP statement overrides the SNVC value on the preceding
NETWORK statement if the SNVC value on the NEXTCP statement is lower. See
[ j i j 2 for examples of how to

code border node start options.
A50ADJC1 VBUILD TYPE=ADJCLUST

*

NETWORK * Default routing list
A81N NEXTCP CPNAME=NETA.A8IN
BOIN NEXTCP CPNAME=NETB.BO1N,SNVC=4
*

NETWORK NETID=NETA * NETA routing list
A81IN NEXTCP CPNAME=NETA.A8IN
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*

NETWORK NETID=(NETB,NETC),SNVC=5 % Routing 1ist for NETA,NETB
COIN NEXTCP CPNAME=NETC.CO1N
BOIN NEXTCP CPNAME=NETB.BOIN,SNVC=4

For more information about adjacent cluster tables, see the 2Z0S Communicationd

Server- SNA Network Implementation Guidd .

Border Node Class-of-Service Mapping Definitions

The border node class-of-service (COS) mapping definitions (BNCOSMAP) enable
you to define how the COS name from an adjacent APPN network (that is, a
nonnative COS name) should be mapped to the local network COS name (that is,
the native COS name). The border node COS mapping definitions enables each
subnetwork to maintain its own COS names.

A sample BNCOSMAP is found in the 2/QS Communications Server: SNA Resourcd
Definition Referencd Another one is included below. The VBUILD definition
statement marks the beginning of the BNCOSMAP table. A NETWORK definition
statement is coded for each network for which you are defining a BNCOSMAP
table. The NETID operand on the NETWORK statement specifies the network
identifier of the adjacent network. The MAPSTO definition statement defines the
native and nonnative APPN COS mappings. As an example, for NETB, the
nonnative COS name #CONNECT maps to the native COS name #INTER.

* =====> BEGINNING OF DATA SET COSMAP BNLB10

COSMAP ~ VBUILD  TYPE=BNCOSMAP

NETWORKB NETWORK NETID=NETB ADJACENT NETWORK ID
#CONNECT MAPSTO COS=#INTER MAP COS

C0S2 MAPSTO COS=COSB MAP COS

NETWORKC NETWORK NETID=NETC ADJACENT NETWORK ID
C0S8 MAPSTO COS=COSY MAP COS

C0s9 MAPSTO C0S=C0SZ MAP COS

NETWORKA NETWORK NETID=NETA ADJACENT NETWORK ID
#INTER ~ MAPSTO COS=SNASVCMG MAP COS

SNASVCMG MAPSTO COS=#CONNECT MAP COS

#CONNECT MAPSTO COS=#INTER MAP COS

* =====> END OF DATA SET COSMAP BNLB10

For more information on BNCOSMAP, see the £/QS Communications Server: SNA
B Nefiniion Bef 1

Subarea Class-of-Service Mapping Table

204

A class of service specifies a set of performance characteristics used in routing data
between two subareas. To define subarea classes of service, create a
class-of-service (COS) table with entries containing lists of routes grouped together
on the basis of characteristics such as security, transmission priority, and
bandwidth.

VTAM does not provide a default subarea COS table. Any user-specified COS table
for routes entirely contained within the same network must be named ISTSDCOS.
For information on COS tables for interconnected networks, see the

Communications Server- SNA Network Implementation Guida.

A sample subarea COS table for routes contained entirely within a single network is
shown below. The COSTAB macroinstruction begins the COS table. Each COS
macroinstruction defines a class-of-service entry. The VR operand specifies one or
more ordered pairs of numbers, where the first number is a virtual route number
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and the second number is a transmission priority indicator number. The SUBSTUT
operand (which is defaulted in each of the COS entries to NO) indicates whether
this entry will be substituted when VTAM does not recognize the COS name that is
specified. Only one entry in the COS table is allowed to specify SUBSTUT=YES.

The COS entry named ISTVTCOS specifies the routes used for SSCP sessions

(SSCP-SSCP, SSCP-PU, and SSCP-LU).

The unnamed COS entry is used when either of the following are true:

* No class-of-service name is obtained from the logon mode entry for an LU-LU
session

* No ISTVTCOS entry exists in the COS table, and an SSCP session has been

requested.

You need not define a COS table if the only COS names to be used are ISTVTCOS

and the unnamed class of service; VTAM uses its own class-of-service defaults.

For more information on subarea class-of-service tables generally, see the 03

Dammumcaﬂans.&emet;SNA_Netmmzk_meLemaataum_&udé and the 203

ISTSDCOS COSTAB

cos1

*

C0s2

*

C0S3

*

C0S4

*

C0S5

*
C0S6
*

C0S7

*

C0S8

*
C0S9
*

Cos10

*

C0S11

*

cos12

*

C0S13

*

Cos14

*

C0S15

*

C0S16

*

C0S17

*

C0S18

*

C0S19

*

C0S20

*

cos21

oS

C0sS

(WIN

(WIN

(WIN

CoS

CoS

oS

C0sS

(WIN

CoS

(N

(N

CoS

C0S

(WIN

(WIN

CoS

(N

CoS

CoS

VR=((0,1),(1,1),(2,1),(3,1),(4,1),(5,1))
VR=((0,1),(2,1),(1,1),(3,1),(4,1),(5,1))
VR=((0,1),(3,1),(2,1),(1,1),(4,1),(5,1))
VR=((0,1),(4,1),(2,1),(3,1),(1,1),(5,1))
VR=((0,1),(5,1),(2,1),(3,1),(4,1),(1,1))

R=((1,1),(0,1),(2,1),(3,1),(4,1),(5,1))
VR=((1,1),(2,1),(0,1),(3,1),(4,1),(5,1))
VR=((1,1),(3,1),(2,1),(0,1),(4,1),(5,1))
VR=((1,1),(4,1),(2,1),(3,1),(0,1),(5,1))
VR=((1,1),(5,1),(2,1),(3,1),(4,1),(0,1))
VR=((2,1),(0,1),(1,1),(3,1),(4,1),(5,1))
VR=((2,1),(1,1),(0,1),(3,1),(4,1),(5,1))

R=((2,1),(3,1),(0,1),(1,1),(4,1),(5,1))
VR=((2,1),(4,1),(0,1),(3,1),(1,1),(5,1))
VR=((2,1),(5,1),(0,1),(3,1),(4,1),(1,1))
VR=((3,1),(0,1),(2,1),(1,1),(4,1),(5,1))
VR=((3,1),(1,1),(2,1),(0,1),(4,1),(5,1))
VR=((3,1),(2,1),(1,1),(0,1),(4,1),(5,1))
VR=((3,1),(4,1),(2,1),(0,1),(1,1),(5,1))

R=((3,1),(5,1),(2,1),(0,1),(4,1),(1,1))
VR=((4,1),(0,1),(2,1),(3,1),(1,1),(5,1))
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*

coszz  Cos  VR=((4,1),(1,1),(2,1),(3,1),(0,1),(5,1))

*

C0s23 COS  VR=((4,1),(2,1),(1,1),(3,1),(0,1),(5,1))

*

C0S24 CoOS  VR=((4,1),(3,1),(2,1),(1,1),(0,1),(5,1))

*

C0S25 COS  VR=((4,1),(5,1),(2,1),(3,1),(0,1),(1,1))

*

C0s26  COS  VR=((5,1),(0,1),(2,1),(3,1),(4,1),(1,1))

*

c0s27  cos  VR=((5,1),(1,1),(2,1),(3,1),(4,1),(0,1))

*

C0S28 CoS  VR=((5,1),(2,1),(1,1),(3,1),(4,1),(0,1))

*

cos29  cos  VR=((5,1),(3,1),(2,1),(1,1),(0,1),(0,1))

C0S30 COS  VR=((5,1),(4,1),(2,1),(3,1),(1,1),(0,1))

*

C0s31 C0S  VR=((0,2),(1,2),(2,2),(3,2),(4,2),(5,2))

*

C0S32 C0S  VR=((0,2),(2,2),(1,2),(3,2),(4,2),(5,2))

*

C0s97  COS  VR=((0,2),(3,2),(1,2),(2,2),(4,2),(5,2))

*

MINCOS1 COS  VR=((3,2),(0,2),(1,2),(2,2),(4,2),(5,2))

*

MINCOS2 COS  VR=((3,2),(1,2),(0,2),(2,2),(4,2),(5,2))

*

MINCOS3 COS  VR=((3,2),(2,2),(0,2),(1,2),(4,2),(5,2))

*

BTBCOS1 COS  VR=((4,2),(0,2),(1,2),(2,2),(3,2),(5,2))

*

BTBCOS2 COS  VR=((4,2),(1,2),(0,2),(2,2),(3,2),(5,2))

*

BTBCOS3 COS  VR=((4,2),(2,2),(0,2),(1,2),(3,2),(5,2))

*

SHR3COS1 COS  VR=((5,2),(0,2),(1,2),(2,2),(3,2),(4,2))

*

SHR3C0S2 COS  VR=((5,2),(1,2),(0,2),(2,2),(3,2),(4,2))

*

SHR3C0S3 COS  VR=((5,2),(2,2),(0,2),(1,2),(3,2),(4,2))

*

ROUTECOS COS  VR=((7,0))

*

Co0S  VR=((7,2),(0,2),(1,2),(2,2),(3,2),(4,2))

*

ISTVTCOS COS  VR=((0,0),(1,0),(2,0),(3,0),(4,0),(5,0),(6,0))

*

COSEND

APPN Class-of-Service Table

IBM provides two sets of COS definitions: COSAPPN and ISTACST2. Each set
contains the same seven default APPN COS definitions. However, differences exist
in the way four of the seven classes of services are defined in each set.

The definitions in COSAPPN are made up of 8-row LINEROW and NODEROW
entries for all classes of service and are appropriate for most sessions.

The definitions in ISTACST2 are made up of 12-row LINEROW entries for the

following classes of service: #BATCH, #BATCHSC, #INTER, and #INTERSC.
Twelve-row LINEROW entries better enable VTAM to select an optimal route for a
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session. This is most useful when multiple types of connections with different TG
characteristics—for example, channel-to-channel, token-ring network, FDDI LAN,
ATM—are used in the network.

The new IBM-supplied APPN COS definitions are in the distribution library,
SYS1.ASAMPLIB, under the name

COSAPPN and ISTACST2 are shipped in SYS1.ASAMPLIB. To use, copy the set of
definitions into the SYS1.VTAMLST library at VTAM installation. Both sets can be
copied into SYS1.VTAMLST but only one set can be active at any time. You do not
need to create APPN classes of service unless your network has special
requirements.

The APPNCOS definition statement marks the beginning of the definition of an
APPN class-of-service. The PRIORITY operand on the APPNCOS statement
indicates the transmission priority assigned to the class-of-service. The NETWORK
transmission priority of NETWORK, which is used for APPN network services traffic,
is valid only for the CPSVCMG and SNASVCMG classes of service. The NUMBER
operand enables the user to specify which set of default values is to be used for the
APPN COS table.

The LINEROW definition statement contains the operands that specify line
characteristics. The NODEROW definition statement contains the operands that
specify node characteristics.

The default COSAPPN table is shown in the [z20S Communications Server- SNA
B Refnion Fef |

For more information on APPN COS definitions, see the [zZ0S Communications
S —SNAF Definfion Bk ¥

APPN-to-Subarea COS Mapping Table

The APPN-to-subarea COS mapping table (APPNTOSA) allows you to map a
particular APPN COS to a subarea COS when transitioning from an APPN network
to a subarea network. By coding an APPNTOSA table, you avoid having to change
your logon mode table. To use this table you must specify the NODETYPE start
option in your start option list. This table is used when in an ICN host, or in the SLU
host when the APPNCOS operand is not coded in the logon mode table entry.

DEFAULT=YES indicates that this entry is the default APPN COS for this table. See
the sample table below:

B R R R R R R R R R R R R R R R R R R R R R R S R R R R R R R R R R Rt R

* *
*  TABLE1l - APPN-to-Subarea COS Mapping Table *
* *

KA kAR kAR A A h I A kA kA kA h bk h bk hhhkhhhhkhh bk dhhdhhdhhhhdhhdrhdhhdrhhhhdrhdxx
TABLE1  VBUILD TYPE=APPNTOSA

#connect MAPSTO CO0S=cosappll

#batch  MAPSTO C0S=cosapp12

#batchsc MAPSTO CO0S=cosappl13

#inter  MAPSTO CO0S=cosappl14

snasvcmg MAPSTO COS=cosappl5,default=yes

#intersc MAPSTO COS=cosappl16
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Subarea-to-APPN COS Mapping Table

The subarea-to-APPN COS mapping table (SATOAPPN) allows you to map a
particular subarea COS to an APPN COS when transitioning from a subarea
network to an APPN network. By coding a SATOAPPN table, you avoid having to
change your logon mode table. To use this table you must specify the NODETYPE
start option in your start option list. This table is used when in an ICN host, or in the
SLU host when the APPNCOS operand is not coded in the logon mode table entry.

DEFAULT=YES indicates that this entry is the default APPN COS for this table. See
the sample SATOAPPN table below:

B e e e e T T R T S T R R R S S R R R R R R s e

* *
*  Sample SATOAPPN COS Mapping Table *
* *

EE R R R R R R R R S R R R R R R R R R R R R R R S R S R S R R T R R R R R R S R R R T R S
TABLE2  VBUILD TYPE=SATOAPPN

cosappll MAPSTO COS=#connect

cosappl2 MAPSTO COS=#batch

cosapp13 MAPSTO COS=#batchsc

cosappl4 MAPSTO COS=#inter

cosappl5 MAPSTO CO0S=snasvcmg,default=yes

cosappl6 MAPSTO COS=#intersc

Network Node Server List

208

A network node server is a network node that provides resource location and route
selection services to the LUs it serves. A network node server list is defined at a
given end node to specify the adjacent network nodes that can act as that end
node’s network node server. Without a network node server list, an end node
establishes CP-CP sessions with the first acceptable network node that it becomes
aware of, and this network node then acts as the end node’s server.

A network node server list allows you to control which network node is selected by
an end node to be its server. For example, you might want to shield a particular
network node from network node server responsibilities; acting as a server does
involve some overhead, such as originating search requests and issuing domain
broadcasts. You might also want to isolate particular end nodes from certain
network nodes for security reasons.

To create a network node server list, create a VTAMLST member containing a
VBUILD TYPE=NETSRVR definition statement, and one or more NETSRVR
definition statements. This member should be installed at the end node. Each
NETSRVR definition statement that has a name in its name field corresponds to a
specific network node that you want in that list, where the name is the CPNAME of
the network node. If desired, you can also include as the last statement in the list a
NETSRVR definition statement with no name in its name field. This “nameless”
entry allows the end node to select any other known adjacent network node that
meets the defined criteria as its network node server.

Below are four sample network node server lists. The first two specify
ORDER=FIRST on the VBUILD; the last two specify ORDER=NEXT.
ORDER=FIRST specifies that the end node always attempts to find a network node
server from the network node server list starting with the first entry. Thus, a
prioritized list is created where the most preferred network node server is the first
entry, the second most preferred is the second entry, and so on. ORDER=NEXT
specifies that the end node attempts to find a network node server starting with the
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next entry after the network node selected the last time the list was used. When the
bottom of the list is encountered, the first entry in the list is considered to be the
next entry. Thus, network nodes are selected in a round-robin manner and no
preference is given to one node in the list over another node. ORDER=FIRST is the
default value.

The SLUINIT operand on the NETSRVR statement is used to restrict the network
node server to one that has the same level of support for SLU-initiated sessions as
the end node. SLUINIT=REQ (the default) specifies that CP-CP sessions can only
be established with a network node that supports SLU-initiated sessions. If you
define SLUINIT=OPT, then CP-CP sessions are established with a network node
server regardless of whether the network node supports SLU-initiated sessions.

The default network node server list at an end node is considered to be a list
consisting of a nameless entry only.

More information on implementing network node server lists is found in the kg

bammuamauoLLs_SemeLSNA_ALebmrk_meLemeataum_Gmdé and the zx0d

* =====> BEGINNING OF DATA SET NNSLISTM

khkkkkkhkkkhkkkhhhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhhkhhhhkhhhhhhhhhhhhhhhhhhhhhhhhhkhkhhhkhhkkkxkx
% SAMPLE NETWORK NODE SERVER LIST WITH PRIORITY PROCESSING *
khkkhkhkhkhkhkhkhkhkhkhhhhhhhhhkhkhhhkhkhhhhhhdhdhhdhdhdhhdhhhhhhhhhhhhhhhhhhhhhkhhhhkhkhkhkkxkx
NNSLIST3  VBUILD TYPE=NETSRVR,ORDER=FIRST
NRRFOOO1  NETSRVR SLUINIT=OPT

NETSRVR SLUINIT=OPT

* =====> END OF DATA SET NNSLISTM

x =====> BEGINNING OF DATA SET NNSLISTO

S e oo ook e o ko o ko o ek oo ek ook o ook e e ek ek ok
* SAMPLE NETWORK NODE SERVER LIST WITH ROUND-ROBIN PROCESSING *
e e e o o o ok o o e o e ko ek ook e o ek ok
NNSLIST1  VBUILD TYPE=NETSRVR,ORDER=NEXT

A500N NETSRVR

* =====> END OF DATA SET NNSLISTO

* =====> BEGINNING OF DATA SET NNSLIST1

Sk e o ek o ko ke ok o ko ok ek ok ko ok ok o ok e ok ko ok ko ok o * *
* SAMPLE NETWORK NODE SERVER LIST WITH ROUND- ROBIN PROCESSING *
e o ek o ok ook ko ke ko koo ok o ke ko koo ko ok e ko ko ok e ok ek ok ke ok ko ok
NNSLIST1  VBUILD TYPE=NETSRVR,ORDER=NEXT

A500N NETSRVR

AO1IN NETSRVR

AO2N NETSRVR

CI1IN NETSRVR NETID=NETC

NS2N63 NETSRVR SLUINIT=OPT
CP400C NETSRVR SLUINIT=0PT

% =====> END OF DATA SET NNSLIST1

* =====> BEGINNING OF DATA SET NNSLIST2

KKK KKKKKKRKRKRIRKRRRKkRRRkRRRkkhhkhkhkhkhkkhkhkkhkkhkhkkhkhkkhkhkkkhkkkhkkkhkkkhkkkhkkkhkkkkk
x  SAMPLE NETWORK NODE SERVER LIST WITH PRIORITY PROCESSING *

R R g e e R R R R R R R R e R R R e R R

NNSLISTZ2  VBUILD TYPE=NETSRVR,ORDER=FIRST
NS2NUM3 NETSRVR

A500N NETSRVR
AOIN NETSRVR
AO2N NETSRVR

CP400A NETSRVR
NETC.CIIN NETSRVR
x =====> END OF DATA SET NNSLIST2
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Message-Flooding Prevention Table

VTAM'’s message-flooding prevention facility identifies and suppresses duplicate
messages that are issued in rapid succession. This reduces the possibility of
duplicate messages flooding the operator console and concealing critical
information.

For each candidate message, the message flooding prevention table contains the
criteria that must be met before VTAM suppresses duplicate messages and whether
suppressed messages are sent to the hardcopy log. The suppression criteria
include the amount of time between the original and subsequent messages, and an
indication of which variable text fields are to be compared. If the message is
reissued within the specified time interval and the specified variable text fields
contain the same information, VTAM suppresses the message.

A message-flooding prevention table is defined using the FLDTAB, FLDENT, and
FLDEND macroinstructions.

The LIST keyword of the FLDENT macroinstruction can be used for the first
message in a message group. It serves to identify up to 5 other messages, also
present as FLDENT entries in the table, that should be linked with the first message
in determining whether the message group should be suppressed.

The IBM-supplied default message-flooding prevention table is named ISTMSFLD.
The sample definition for ISTMSFLD is found in the 2Z0S Communications Serverl
ISNA Resource Definition Referenca.

For information on how to customize the message-flooding prevention table, see the

The FLDTAB start option specifies whether VTAM is to use a message-flooding
prevention table. If it is desired, FLDTAB also specifies whether the table to be
used is the IBM-supplied table or a user-defined table. See page fiz3 for more
information.

For information on how to use the VTAM MODIFY command to change which
message-flooding prevention table is used by VTAM, see the zZ0S Communications
Server: SNA Operation.

APPN Transmission Group Profile Definitions

210

A transmission group profile defines the following set of characteristics for a
transmission group:

» Capacity (effective capacity of the link that comprises the TG, in either kilobits or
megabits per second)

» Cost-per-byte-transmitted (on a scale of 0 to 255)
» Cost-per-unit-of-time (on a scale of 0 to 255)

* Maximum propagation delay of the link (maximum time needed for a signal to
travel from one end of the link to the other)

» Security (the security level of the transmission group).

When an adjacent link station (PU) is activated, VTAM attempts to locate the TG
profile specified by the TGP operand of its PU definition statement.
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For more information on transmission group profiles, see the [z20S Communicationd
g —SNAR Definition Bef. 3

The IBM-supplied APPN TG Profile Definitions are found in IBMTGPS. The sample
definition for IBMTGPS is found in the 2/0S Communications Server: SNA
Resource Definition Referencd.

Model Name Table

The model name table contains model names that can be passed to VTAM
application programs in their LOGON exits. VTAM application programs use the
model names to create dynamic definitions for their session-partner resources. IBM
does not supply a default model name table.

Operands on an SLU’s resource definition associate that SLU with the proper model
name data. The MDLTAB operand specifies the model name table to be used and
the MDLENT operand specifies the proper entry within the table.

In the sample model name table below, MTAB3S is the name of the model name
table. ENTRY1 is the name of the first model name table entry. ENTRY1 specifies
JOHN as the model name expected by the subsystem for the terminal. JOHN is
therefore the default model name to be used with any PLU.

ENTRY?2 is the name of the second model name table entry. ENTRY2 specifies
PAUL as the model name expected by the subsystem for the terminal. The first
MDLPLU macroinstruction defines model name data for the PLU named APPLA1.
The model name JONES is sent to the application or to the subsystem during
session initiation. The second MDLPLU macroinstruction defines model name data
for the PLU named APPL3. That the MODEL operand is omitted from this
macroinstruction means that no model name is sent to the application or subsystem
during session initiation.

MTAB3 MDLTAB

ENTRY1  MDLENT MODEL=JOHN

ENTRY2 ~ MDLENT MODEL=PAUL

ENT2PLU1 MDLPLU PLU=APPL1,MODEL=JONES
ENT2PLU2 MDLPLU PLU=APPL3

Associated LU Table

An associated LU table contains associated LU names that can be passed to VTAM
application programs in their logon exits. VTAM application programs use the
associated LU names to create dynamic definitions for their session-partner
resources. These names specify primary and alternate printers that are logically
related to the SLU.

Operands on an SLU’s resource definition associate that SLU with the proper
associated LU data. The ASLTAB operand specifies the associated LU table to be
used, and the ASLENT operand specifies the proper entry within the table.

In the sample associated LU table below, the ASLTAB macroinstruction indicates
the beginning of the table. The ASLENT macroinstruction indicates the start of an
associated LU table entry and optionally builds a default set of associated LU data.
ENTRY1 in the table below can be used as an illustration. It specifies ALPHONSE
as the primary printer associated with the terminal identified in the SLU’s network,
and BOREGARD as the alternate printer associated with the terminal as identified
in the SLU’s network. VTAM uses these values for all PLUs associated with the
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SLU except for PLUs APPL1 and APPL3. APPL1 will not receive any associated LU
data. For APPL3, the primary printer to be associated with the SLU is CHUCK.

ATAB1 ASLTAB

ENTRY1 ~ ASLENT PRINTER1=ALPHONSE,PRINTER2=BOREGARD
ENT1PLUL ASLPLU PLU=APPL1

ENT1PLU2 ASLPLU PLU=APPL3,PRINTER1=CHUCK

ENTRY2 ~ ASLENT PRINTER2=DELBERT

ENTZ2PLUL ASLPLU PLU=APPL4,PRINTER1=EDWINA,PRINTER2=FRITZ
ENT2PLU2 ASLPLU PLU=APPL1

ENT2PLU3 ASLPLU PLU=APPL3,PRINTER1=GIGI,PRINTER2=HORACE

For more information on associated LU tables, see the [z20S Communications
g GNA R Definition Ref. |

Session Awareness Data Filter

VTAM provides a filter to reduce the amount of session awareness (SAW) data that
is passed to communication network management (CNM) application programs,
such as the NetView program. Using the SAW data filter, only data for sessions that
match predefined PLU-SLU name combinations is sent over the CNM interface to
the CNM application program.

VTAM includes a default filter, ISTMGC10 in VTAMLIB, that allows data for all
sessions to be passed across the CNM interface. You can modify ISTMGC10 or
replace it with one of your own using the MODIFY TABLE command.

The text of ISTMGC10 is included below. The KEEPMEM macroinstruction defines
the beginning of the data filter and is used to name the filter. The KCLASS
macroinstruction below directs VTAM to pass SAW data over the CNM interface for
the sessions defined in a subsequent MAPSESS macroinstruction. SAW=YES is the
default value. The MAPSESS macroinstruction below specifies that, for any
combination of PLU name and SLU name, the KCLASS instruction named DOSAW
should be used by VTAM to determine whether SAW data is passed over the CNM
interface. That is, VTAM will pass SAW data over the CNM interface for all
sessions. The END macroinstruction indicates the end of the SAW data filter.

For more information on implementing your own SAW data filter, see the [209

Communications Server- SNA Resource Definition Referenca.

ISTMGC10 KEEPMEM START

DOSAW KCLASS SAW=YES
MAPSESS KCLASS=DOSAW,PRI=+,SEC=+
KEEPMEM STOP
END

Logon Mode Table

212

A logon mode is a set of session protocols expressed as a string of characters
called session parameters. These session parameters describe how the session is
to be conducted in terms of data compression, data encryption, pacing,
class-of-service, RU size, and so on. A logon mode table contains definitions for
one or more logon modes.

VTAM has an IBM-supplied logon mode table named ISTINCLM that provides
generally accepted session protocols for a basic list of IBM device types. You can
define a supplemental logon mode table, and you can then associate it with a
logical unit by specifying the table’s name in the MODETAB operand of the logical
unit’s definition statement.
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For more information on implementing a logon mode table, see the k03
Communications Server: SNA Resource Definition Referencd The default logon
mode table is found in the 2Z0S Communications Server: SNA Resource Definition
Beferencd

Session-Level Unformatted System Services Table

The session-level unformatted system services (USS) table contains:

» Definitions for terminal user commands (such as LOGON) that can be received
from a terminal

* Messages that VTAM sends to a terminal
» A translation table that is used for character-coded input from the terminal.

The session-level USS table converts character-coded commands that follow the
USS command syntax into field-formatted SNA requests. The default session-level
USS table is named ISTINCDT.

You can create a supplementary session-level USS table using USS
macroinstructions to redefine the VTAM terminal operator commands or messages
that you want to change. To associate the new terminal operator commands or
messages with a specific LU, either specify the name of the supplementary table on
the USSTAB operand of the LU’s definition statement or specify the LANGTAB
operand on any of the three terminal operator commands: LOGON, LOGOFF, and
IBMTEST.

For more information on implementing your own session-level USS table, refer to

the [Z0S Communications Server- SNA Resource Definition Referencd.

The default session-level USS table can be found in the [zZ0S Communicationd
5 —SNA R Definiion Bef )

Operation-Level Unformatted System Services Table

The operation-level unformatted system services (USS) table contains USS
commands (such as DISPLAY ROUTE) that can be received from the VTAM
operator or a program operator application and messages issued in response to
those commands. The default operation-level USS table is named ISTINCNO.

You can create a supplementary operation-level USS table using USS
macroinstructions to redefine the VTAM operator commands or messages that you
want to change. To specify a supplementary operation-level USS table for the VTAM
operator, specify the name of the table on the USSTAB start option. To specify a
supplementary operation-level USS table for the program operator, use the
SSCPFM and USSTAB operands of the program operator's APPL definition
statement.

For more information on implementing your own operation-level USS table, see the

A listing of the default operation-level USS table can be found in the kg
C —— 3 " GNAR Nefinition Bef ]
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Interpret Table

When VTAM receives a logon or logoff request, it uses the interpret table to
determine which application program is to be notified. The standard logon
procedure should meet the needs of most installations. But you can write your own
interpret table for special circumstances. For example, the logon sequence you
want to use might not follow the syntax for USS commands.

In the sample interpret table below, DINTAB is specified as the name of the
interpret table. The first LOGCHAR macroinstruction defines 'ITAPPL1’ as the
required part of the logon message for the application program named NETAPPL1.
The fourth LOGCHAR macroinstruction defines 'IUVAPPL1’ as the required part of
the logon message for the USERVAR named UVAPPL1. The ENDINTAB
macroinstruction defines the end of the table.

For more information on interpret tables, see the [z/0S Communications Servert
ENA Mefnition Fat ‘

KRR AR R R AR A A A A A A A Ak A Ak A A A A A A A A A A A A A A A A A A A A A A A A A A A A A AKXk hhh k% *xkk
* INTERPRET TABLE %
khkkkkhkhkhkkhkhkkhkhhkkhhhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhhkhhhhhhhhhhhhhhhhhhhhhhhhhkhkhhhkkhhkkkxkx
XDINTAB INTAB

LOGCHAR APPLID=(APPLICID,NETAPPL1),SEQNCE="'ITAPPL1"

LOGCHAR APPLID=(APPLICID,NETAPPL2),SEQNCE="'ITAPPL2'

LOGCHAR APPLID=(APPLICID,NETAPPL3),SEQNCE="'ITAPPL3"

LOGCHAR APPLID=(APPLICID,NETAPPL5),SEQNCE="ITUVAPPL'

LOGCHAR APPLID=(USERVAR,UVAPPL1),SEQNCE="'IUVAPPL'

LOGCHAR APPLID=(USERVAR,UVAPPL2),SEQNCE="IUVAPPL2"

LOGCHAR APPLID=(USERVAR,UVAPPL3),SEQNCE="IUVAPPL3"

LOGCHAR APPLID=(USERVAR,UVAPPL),SEQNCE="ITUVAPPL'

LOGCHAR APPLID=(USERVAR,UVAPPL),SEQNCE="UVAPPL1"

ENDINTAB

END

CNM Routing Table

VTAM refers to a communication network management (CNM) routing table to
determine which CNM application program is to receive an unsolicited
network-services request unit that requires further processing. The IBM-supplied
default CNM routing table is named ISTMGCO1. For any user-written application
program to use the CNM interface to receive unsolicited request units, write a
supplemental table with an entry for each RU. This table should be named
ISTMGCOO0.

A CNM routing table consists of a 12-byte header entry and routing table entries.
The 12-byte header entry contains the size and number of routing table entries that
follow it. Each routing table entry contains the network services RU type to be
routed, followed by the application program name to which the network services RU
is to be routed.

A listing of the IBM-supplied CNM routing table is found in 208 Communicationd

For detailed information on how to implement a user-written CNM routing table, see

/0S8 Communications Server: SNA Customization.
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Default Logon Mode Table for Dynamic CDRSCs

You can define a default logon mode table for dynamic cross-domain resources.

This table is used to correlate a logon mode name with a set of session parameters

for a dynamic cross-domain resource session SLU.

You specify the name of this table using the DYNMODTB start option. You can

change the DYNMODTB value while VTAM is running by using the MODIFY
VTAMOPTS command or the MODIFY TABLE,OPTION=LOAD command.

The following sample of such a table, SMPDYNLM, assigns a different set of

session parameters to each of three logon mode names: DYNBATCH, DYNINTER,

and DYNDEFLT.
* /% START OF SPECIFICATIONS w*w*w*x*

*

*Q1* MODULE-NAME = SMPDYNLM

*

*Q1* DESCRIPTIVE-NAME = DEFAULT LOGON MODE TABLE for Dynamic CDRSCs

To use this table for all dynamic CDRSCs use the following
START option settings:

DYNMODTB=SMPDYNLM
and
DYNDLGMD=DYNBATCH or DYNINTER or DYNDEFLT

E

xxxx END OF SPECIFICATIONS ***/

EJECT
SMPDYNLM MODETAB
EJECT
S e o o e ok o ek ok koo ek ok ok o ek ook ook ook ek ek ok ek ek ko ok
* *
* LOGMODE TABLE FOR BATCH SESSIONS ON RESOURCES CAPABLE *
* OF ACTING AS LU 6.2 DEVICES *
* *
S e ok o ok ook o ke ko ok ook ok o ke ko ok ook ko ok e ko ko ok e ko ke ok ok ke ok ko ok
DYNBATCH MODEENT LOGMODE=DYNBATCH,FMPROF=X'13"',TSPROF=X'07", *
ENCR=B'0000"',SSNDPAC=3,RUSIZES=X"'F7F7", *
SRCVPAC=3,PSNDPAC=3,APPNCOS=#BATCH
e e oo ook e o ok oo o ko o ek o ook e e o e ek ok
* *
* LOGMODE TABLE FOR INTERACTIVE SESSIONS ON RESOURCES *
* CAPABLE OF ACTING AS LU 6.2 DEVICES *
* *

S e oo ook ook oo ko ok o ek ok e ook e ek ok ek ko ok

DYNINTER MODEENT LOGMODE=DYNINTER,FMPROF=X'13',TSPROF=X'07",
ENCR=B'0000"',SSNDPAC=7 ,RUSIZES=X'F7F7",
SRCVPAC=7,PSNDPAC=7 ,APPNCOS=#INTER

B e o e e R R R T S R e R R R R R R L 2

* *
* LOGMODE TABLE ENTRY THAT SUPPLIES A DEFAULT COS *
* AND USES LU 6.2 DEVICE CHARACTERISTICS *
* *

ek s e o o ook e o oo oo ok e o ek o ok ok e e o ek ek
DYNDEFLT MODEENT LOGMODE=DYNDEFLT,FMPROF=X"'13",
TSPROF=X'07"',PRIPROT=X"'BO',SECPROT=X"'BO",
COMPROT=X'D0OB1"' ,PSERVIC=X'060200000000000000000300",
RUSIZES=X'8989"',ENCR=B'0000"',TYPE=0,
APPNCOS=#CONNECT
MODEEND , END OF DEFAULT TABLE ENTRIES
END , END OF SMPDYNLM

* ok ok X
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Directory Definition File for CMIP Services (CMIPDDF)

You use the directory definition file for CMIP services to control access to VTAM
CMIP services from CMIP services on other nodes. In this table, you can list the
instances of CMIP services on other hosts that the CMIP services on this host can
exchange requests and actions with. For more information about coding this table,

see the 208 Communications Server: SNA Network Implementation Guidg. A

sample directory definition file follows:
# This is a directory definition file for CMIP Services.

iddsdddsdddsdsdsdsdadsdsdddaddddddsdsdsdsdsdsdsdsddddsdadsdsddgdadadadad
# The class "managed object" maps a resource name to an AE-title.

# In this class, each entry consists of a pair of "name" and "aetitle"

# attributes. This class continues until the next "class" attribute.
iddgadddddddsdsdsddadsddddaddddddddddsdadadadadadddsdddsdadaddadadadad
class managed object

#

# In the following entry in class "managed object",

# all messages from NETA will be directed to the AE-title OSISMASE
# (which is CMIP Services) on SSCPIA.
#
#
#
#

Note that a long Tine can be continued by coding an ampersand as the
last non-blank character. The next line continues in column 1.

name '1.3.18.0.2.4.6=NETA'
aetitle '1.3.18.0.2.4.6=NETA;2.9.3.2.7.4=(name SSCP1A);&
1.3.18.0.2.4.12=0SISMASE'

#
# In the following entry in class "managed object",

# all messages from NETA.SSCP1B will be directed to the CMIP
# application which registered itself with AE-title "FRED".
#

name '1.3.18.0.2.4.6=NETB;2.9.3.2.7.4=(name SSCP1B)'
aetitle '1.3.18.0.2.4.6=NETB;2.9.3.2.7.4=(name SSCP1B) ;&
1.3.18.0.2.4.12=FRED'

[fdddgdsdsdsdsdadsdadasdsdsdadadsddadadtdtdddasdaddaddsdadadadadasdadiad
# The class "aetitle" is used for security and for addressing.

# Each entry in this class may contain the attributes

# "name", "address", "associationKey", and/or "timeSync".

gz ddsdzdsdsdsdsdadsdsdddsddddsdsdsdsdsdsdsdsdsddddsdadsasddgdadadadad
class aetitle

The following entry in class "aetitle" specifies global defaults.
The name value '*' will match any name not specifically listed
under "class aetitle".

The value '-' for attribute "associationKey" means that CMIP Services
will refuse to establish an association with any application
which is not specifically listed in a "name" attribute.

CMIP Services will establish a default time synchronization limit of
3 minutes (180 seconds) with the "timeSync" attribute.

S T Fe He S S e Sk 3 SR SR e

name '=*'
associationKey '-'
timeSync '180'

# The following entry in class "aetitle" is for a sample
# network (SAMPLENW).
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The value for the "associationKey" attribute is 16 hexadecimal
characters, which means DES encryption will be used for all
associations. These 16 hexadecimal characters are the

DES encryption key.

_______________________________________________________________________ #

name '1.3.18.0.2.4.6=SAMPLENW'

associationKey 'alb2c2d4e5f67890'
_______________________________________________________________________ #

The following entry in class "aetitle" is for

Lucy's PS/2 using SNA transport and managing the MVS Agent.

The address of this machine is specified.

Security information for application-level authentication MUST be

supplied by applications, as denoted by the "associationKey" value.

We need a little more leeway for association requests, indicated by

the "timeSync" value of 600 seconds (10 minutes).
_______________________________________________________________________ #

name '1.3.18.0.2.4.6=SAMPLENW;2.9.3.2.7.4=(name NR55501);&
.3.18.0.2.4.12=0SISMASE"

address SAMPLENW.RALVS1

associationKey '.'

timeSync '600'
_______________________________________________________________________ #

The following entry in class "aetitle" is for CMIP Services on
NETA.SSCP1A.

The value '+' for attribute "associationKey" means that CMIP Services
will allow associations to be created with CMIP Services on
NETA.SSCP1A. The value '*' also means that applications are allowed
but not required to specify application-level security information.

A value is required for attribute "associationKey" in order to
override the default value of '-' specified above (for name 'x').

name '1.3.18.0.2.4.6=NETA;2.9.3.2.7.4=(name "SSCP1A");&

.3.18.0.2.4.12=0SISMASE"
associationKey '=*'
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Appendix A. Information Apars

This appendix lists information apars for IP and SNA books.

Notes:

1. Information apars contain updates to previous editions of the manuals listed
below. Books updated for V1R2 are complete except for the updates contained
in the information apars that may be issued after V1R2 books went to press.

2. Information apars are predefined for zZOS V1R2 Communications Server and
may not contain updates.

IP Information Apars
frable 1 lists information apars for IP books.

Table 1. IP Information Apars

Title z/0S CS CS for CS for CS for CS for CS for
V1iR2 0S/390 2.10 | 0OS/390 2.8 0S/990 2.7 0S/390 2.6 0S/390 2.5
and
z/0S CS
ViR1
IP APl Guide ii12861 ii12371 ii11635 ii11558 ii11405 ii11144
IP CICS Sockets ii12862 ii11626 ii11559 ii11406 ii11145
Guide
IP Configuration ii11620 ii11555 ii11402 ii11159
ii12068 ii11637 ii11619 ii11979
ii12353 ii11995 ii12066 ii12315
ii12649 ii12325 ii12455
IP Configuration Guide |ii12498 ii12362
ii12493
IP Configuration ii12499 ii12363
Reference ii12494
ii12712
IP Diagnosis ii12503 ii12366 ii11628 ii11565 ii1t1411 ii11160
ii12495 ii11414
IP Messages Volume |ii12857 ii12367 ii11630 ii11562 ii11408 ii11636
1
IP Messages Volume |ii12858 ii12368 ii11631 ii11563 ii11409 ii11281
2
IP Messages Volume |ii12859 ii12369 ii11632 ii11564 ii11410 ii11158
3 ii12883 ii12884 ii12885
IP Messages Volume |ii12860
4
IP Migration ii12497 ii12361 ii11618 ii11554 ii11401 ii11204
IP Network Print ii12864 ii11627 ii11561 ii11407 ii11150
Facility
IP Programmer’s ii12505 ii11634 ii11557 ii11404 ii12496
Reference
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Table 1. IP Information Apars (continued)

Title z/0S CS CS for CS for CS for CS for CS for
V1R2 0S/390 2.10 | 0S/390 2.8 0S/990 2.7 0S/390 2.6 0S/390 2.5
and
z/0S CS
V1iR1
IP and SNA Codes ii12504 ii12370 ii11917 Added ii11361 ii11146
TCP/IP codes ii11097
to VTAM
codes V2R6
ii11611
IP User’s Guide ii12365 ii11625 ii11556 ii11403 ii11143
IP User’s Guide and ii12501
Commands
IP System Admin ii12502
Guide
Quick Reference ii12500 ii12364
SNA Information Apars
franle 3 lists information apars for SNA books.
Table 2. SNA Information Apars
Title z/0S CS CS for CS for CS for CS for CS for
V1R2 0S/390 2.10 | 0S/390 2.8 | 0S/390 2.7 | 0S/390 2.6 0S/390 2.5
and z/0S
CS V1R1
Anynet SNA over TCP/IP ii11922 ii11633 ii11624 ii11623
Anynet Sockets over SNA ii11921 ii11622 ii11519 ii11518
CSM Guide
IP and SNA Codes ii12370 ii11917 ii11611 ii11361 ii11097
SNA Customization ii12872 ii12388 ii11923 ii11925 ii11924 ii11092
ii12008 ii12007 ii11621
ii12006
SNA Diagnosis ii12490 ii12389 ii11915 ii11615 ii11357 ii11585
SNA Messages ii12491 ii12382 ii11916 ii11610 ii11358 ii11096
SNA Network ii12487 ii12381 ii11911 ii11609 ii11353 ii11095
Implementation Guide ii12683 ii11493
SNA Operation ii12489 ii12384 ii11914 iif1612 ii11355 ii11098
SNA Migration ii12486 ii12386 ii11910 ii11614 ii11359 ii11100
SNA Programming ii12385 ii11920 ii11613 ii11360 ii11099
Quick Reference ii12500 ii12364 ii11913 ii11616 ii11356
SNA Resource Definition ii12488 ii12380 ii11912 ii11608 ii11354 ii11094
Reference ii12567 ii12568 ii12569 ii12259 ii11151
ii12570 ii12260
ii12571
SNA Resource Definition
Samples
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Appendix B. Notices

IBM may not offer all of the products, services, or features discussed in this
document. Consult your local IBM representative for information on the products
and services currently available in your area. Any reference to an IBM product,
program, or service is not intended to state or imply that only that IBM product,
program, or service may be used. Any functionally equivalent product, program, or
service that does not infringe any IBM intellectual property right may be used
instead. However, it is the user’s responsibility to evaluate and verify the operation
of any non-IBM product, program, or service.

IBM may have patents or pending patent applications covering subject matter
described in this document. The furnishing of this document does not give you any
license to these patents. You can send license inquiries, in writing, to:

IBM Director of Licensing
IBM Corporation

North Castle Drive
Armonk, NY 10504-1785
U.S.A.

For license inquiries regarding double-byte (DBCS) information, contact the IBM
Intellectual Property Department in your country or send inquiries, in writing, to:

IBM World Trade Asia Corporation
Licensing

2-31 Roppongi 3-chome, Minato-ku
Tokyo 106, Japan

The following paragraph does not apply to the United Kingdom or any other
country where such provisions are inconsistent with local law:
INTERNATIONAL BUSINESS MACHINES CORPORATION PROVIDES THIS
PUBLICATION "AS IS” WITHOUT WARRANTY OF ANY KIND, EITHER EXPRESS
OR IMPLIED, INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTIES
OF NON-INFRINGEMENT, MERCHANTABILITY OR FITNESS FOR A
PARTICULAR PURPOSE. Some states do not allow disclaimer of express or
implied warranties in certain transactions, therefore, this statement may not apply to
you.

This information could include technical inaccuracies or typographical errors.
Changes are periodically made to the information herein; these changes will be
incorporated in new editions of the publication. IBM may make improvements and/or
changes in the product(s) and/or the program(s) described in this publication at any
time without notice.

Any references in this information to non-IBM Web sites are provided for
convenience only and do not in any manner serve as an endorsement of those
Web sites. The materials at those Web sites are not part of the materials for this
IBM product and use of those Web sites is at your own risk.

IBM may use or distribute any of the information you supply in any way it believes
appropriate without incurring any obligation to you.

Licensees of this program who wish to have information about it for the purpose of
enabling: (i) the exchange of information between independently created programs
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and other programs (including this one) and (ii) the mutual use of the information
which has been exchanged, should contact:

Site Counsel

IBM Corporation

P.O.Box 12195

3039 Cornwallis Road

Research Triangle Park, North Carolina 27709-2195
US.A

Such information may be available, subject to appropriate terms and conditions,
including in some cases, payment of a fee.

The licensed program described in this information and all licensed material
available for it are provided by IBM under terms of the IBM Customer Agreement,
IBM International Program License Agreement, or any equivalent agreement
between us.

Any performance data contained herein was determined in a controlled
environment. Therefore, the results obtained in other operating environments may
vary significantly. Some measurements may have been made on development-level
systems and there is no guarantee that these measurements will be the same on
generally available systems. Furthermore, some measurement may have been
estimated through extrapolation. Actual results may vary. Users of this document
should verify the applicable data for their specific environment.

Information concerning non-IBM products was obtained from the suppliers of those
products, their published announcements or other publicly available sources. IBM
has not tested those products and cannot confirm the accuracy of performance,
compatibility or any other claims related to non-IBM products. Questions on the
capabilities of non-IBM products should be addressed to the suppliers of those
products.

All statements regarding IBM’s future direction or intent are subject to change or
withdrawal without notice, and represent goals and objectives only.

All IBM prices shown are IBM’s suggested retail prices, are current and are subject
to change without notice. Dealer prices may vary.

This information is for planning purposes only. The information herein is subject to
change before the products described become available.

This information contains examples of data and reports used in daily business
operations. To illustrate them as completely as possible, the examples include the
names of individuals, companies, brands, and products. All of these names are
fictitious and any similarity to the names and addresses used by an actual business
enterprise is entirely coincidental.

COPYRIGHT LICENSE:

This information contains sample application programs in source language, which
illustrates programming techniques on various operating platforms. You may copy,
modify, and distribute these sample programs in any form without payment to IBM,
for the purposes of developing, using, marketing or distributing application programs
conforming to the application programming interface for the operating platform for
which the sample programs are written. These examples have not been thoroughly
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tested under all conditions. IBM, therefore, cannot guarantee or imply reliability,
serviceability, or function of these programs. You may copy, modify, and distribute
these sample programs in any form without payment to IBM for the purposes of
developing, using, marketing, or distributing application programs conforming to
IBM’s application programming interfaces.

Each copy or any portion of these sample programs or any derivative work, must
include a copyright notice as follows:

© (your company name) (year). Portions of this code are derived from IBM Corp.
Sample Programs. © Copyright IBM Corp. _enter the year or years_. All rights
reserved.

This product includes cryptographic software written by Eric Young.

If you are viewing this information softcopy, photographs and color illustrations may
not appear.

You can obtain softcopy from the z/OS Collection (SK3T-4269), which contains
BookManager and PDF formats of unlicensed books and the z/OS Licensed
Product Library (LK3T-4307), which contains BookManager and PDF formats of
licensed books.
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Trademarks

The following terms are trademarks of the IBM Corporation in the United States or
other countries or both:
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ACF/NTAM Micro Channel
Advanced Peer-to-Peer Networking MVS

AFP MVS/DFP
AD/Cycle MVS/ESA

AIX MVS/SP
AIX/ESA MVS/XA
AnyNet MQ

APL2 Natural

APPN NetView
AS/400 Network Station
AT Nways
BookManager Notes
BookMaster NTune

CBPDO NTuneNCP
C/370 OfficeVision/MVS
CICS OfficeVision/VM
CICS/ESA Open Class
C/MVS OpenEdition
Common User Access 0S/2

C Set ++ 0S/390

CT 0S/400

CUA Parallel Sysplex
DATABASE 2 Personal System/2
DatagLANce PR/SM

DB2 PROFS
DFSMS PS/2
DFSMSdfp RACF
DFSMShsm Resource Link
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