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01.01 ORGANIZATION OF THIS MANUAL

FORMAT OF The user manual is divided into sections, by general topic, identified by an integer such as 10 or 21.
THE MANUAL Sections are divided into subsections by subtopic, with identifiers such as 10.03 or 52.12. Within
subsections, subtitles may appear in the left margins to help you quickly find topics of interest. Each
page displays its subsection title in the top center of the page, and the subsection number at the
top right corner. Within each section, pages are numbered with the section number and a
sequential page number within the section, e.g., page 80-12.

LISTOF The following is a list of the sections contained within this manual.

SECTIONS COVER AND TABLE OF CONTENTS
01 MANUAL ORGANIZATION AND SUMMARY OF MODIFICATIONS
02 INTRODUCTION AND OVERVIEW OF FDR COMPONENTS
10 FAST DUMP RESTORE (FDR)
15 STAND-ALONE RESTORE (SAR)
20 DATA SET FUNCTIONS (DSF)
21 FDRCOPY
25 FDRINSTANT
30 FDRREORG
40 COMPAKTOR (CPK)
50 ABR VOLUME BACKUPS
51 ABR ARCHIVE AND SUPERSCRATCH
52 ABR APPLICATION BACKUPS
53 ABR REPORTS (FDRABRP)
54 FDREPORT AND FDRSRS
60 FDRTCOPY AND FDRTSEL COPY UTILITIES
70 SYSTEM MANAGED STORAGE (SMS)
80 SPECIAL CONSIDERATIONS
90 INSTALLATION AND OPTIONS
100 MESSAGES AND CODES

IMPROVING We have tried to make this manual as complete, precise and error free as possible. However, in
THE MANUAL spite of our best efforts, errors and incomplete explanations may have crept in. Should you
encounter any of these, we would appreciate your corrective criticism. It is primarily through your
feedback that we can improve this manual. There is a Reader's Comment Form at the back of the
manual; you may mail it, fax it, or send us e-mail.

EXAMPLES All examples and Job Control Language statements shown in this manual are for ILLUSTRATIVE
PURPOSES ONLY! You must modify them to meet the JCL requirements of your installation.
However, all sample jobstreams in this manual are also included in a JCL library on the distribution
tape. If you load this JCL library to disk, you can reduce the time required to setup FDR jobstreams
by using the JCL library members as a starting place.
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01.02 CONTROL STATEMENT FORMAT

COLUMNS 1to 71

GENERAL
FORMAT

COMMAND
FIELD

OPERAND
FIELD

COMMENTS
FIELD

SUBOPERAND

QUOTED
STRINGS

Control statements for FDR components consist of 80-character logical records ("card images")
where:

-- Contain the command, operands, and comments fields, except when continued to subsequent

logical records.

For most FDR programs, the general format of control statements is:
COMMAND OPERANDS COMMENTS

where:

The COMMAND field identifies the control statement. Each FDR component has a set of
commands it will accept, as documented in the rest of this manual. The command can start in
column 1 of the input record, or it can optionally be preceded by any number of blank columns, as
long as it ends before column 72. It cannot be continued to another input record. It must be followed
by at least one blank column.

The OPERAND field, if present, follows the command field and is separated from it by at least one
blank. The operand field consists of one or more operands, separated by commas (a common
mistake is separating the operands by blanks instead of commas, causing the extra operands to be
taken as comments) . The operand field may not contain embedded blanks except within quoted
strings. Operand fields may be continued onto subsequent logical input records but the first operand
must appear on the same record as the command (see “’Continuing an Operand Field” below).

Most FDR commands require operands. The operands accepted with each command are
documented in the rest of this manual.

Most operands are keyword, meaning that multiple operands may appear in any order. In a few
cases, the operands must appear in a specific order; this will be documented under the specific
command.

The comments field, if present, follows the operand field and is separated by one or more blank
columns. It may contain any characters; it is not validated. Comments fields may not be continued,
i.e., they must end at or before column 71. Comments are not permitted on a control statement that
allows operands but on which no operands have been specified.

You can also specify an entire record of comments by placing an asterisk (*) in column 1 of an input
record. You can use the rest of the record for comments.

Some operands consist of a list of suboperands. A suboperand list must be enclosed within
parentheses, unless the list reduces to a single suboperand, in which case the parentheses may be
omitted.

When the variable data you specify for a parameter contains certain special characters, defined
below, you must enclosed the data with apostrophes. This is called a 'quoted string’. Within a quoted
string, all characters, including blanks, may appear; if an apostrophe is to be part of the string, it
must be coded as two apostrophes. Quoted strings are accepted only where the documentation for
an operand indicates so.

Parentheses, commas, equal signs, apostrophes, and blanks.
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CONTINUED

When the total length of the operands on a statement exceeds the available columns in a logical
record, they must be continued onto one or more following logical records.

To continue a statement, interrupt the operand field after any complete operand or suboperand,
including the comma which follows it. That comma must be occur at or before column 71 and the
next column must be blank. On the next input record, start the next operand anywhere in the record
(columns 1 to 71).

You may continue the control statement any number of times. Some users put only one operand
per record to improve readability.

Here are some examples of properly formatted control statements, including continuation and
comments:

COLUWN 1

I
DUVP TYPE=FDR

RESTORE TYPE=DSF, DATA=USED RESTORE DATA SETS
DUVP TYPE=APPL, APPLI CATI ON BACKUP

ARCBACKUP=NO, DO NOT BACKUP CONTROL FILE
PRI NT=DSF LI ST SELECTED DATA SETS

* THE FOLLON NG | S A RESTORE STATEMENT — THIS IS A COMMVENT

RESTORE  TYPE=ARC,
RECAT=YES
* THE FOLLOW NG | LLUSTRATES CONTI NUI NG A SUBOPERAND

SELECT DSN=SYS1. PARM.I B, NEWNAVE=TEMP. PARMLI B, N\VOL=( TEMPO1,
TEMPO2, TEMPO3)

Each subsection of this manual which describes a control statement starts with a table showing the
command and operands for that command, followed by detailed descriptions of the operands. In
that table, the following notation is used in this manual to define the usage of each operand:

« Uppercase letters and words must be coded exactly as shown; they are also printed in bold.

< Lowercase non-bold letters and words represent variables for which you must substitute
specific information as defined in the detailed descriptions

< When an operand may have several values, they are separated by a vertical bar. You must
choose one of the values. For example, RECALL=YES|NO means that you can code
RECALL=YES or RECALL=NO

< When a particular value is the default for an operand, it is underlined. For example,
DATA=ALL|USED indicates that DATA=USED is the default. However, for some operands
the default that is distributed with FDR can be changed by the installation by setting options
in the FDR Global Option Table. In that case, to avoid misleading users who may not be
aware that defaults were changed, the distributed default is not underlined; the descriptive
text will identify this situation

It is strongly recommended that you specify all relevant options on each control
statement, rather than depending on the setting in the FDR option table. This will
insure proper execution of your job even if the option table is changed or reset, and
will help Innovation diagnose problems in your FDR jobs.

< Some operands cannot appear together on a given statement. These and other restrictions
are given in the detailed operand descriptions.
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YEAR 2000 COMPLIANCE 01.03
YEAR 2000 COMPLIANCE

Innovation Data Processing considers its products to be Year 2000 (Y2K) compliant if the product
is capable of correctly processing dates within the 20th and 21st centuries, including proper
processing of leap years, provided that the products are used on platforms (hardware, operating
systems, and associated products from other vendors) that are also Year 2000 compliant.

As of V5.3 level 20, all known changes have been made to all components in the FDR family for
Year 2000 compliance. Extensive testing on a dedicated Y2K test MVS system has been done to
insure that all areas of concern to Y2K, work as expected. Any additional Y2K problems which are
uncovered will be promptly fixed.

Dates that are used by Innovation Data Processing’s products fall into three categories:

« Those which are part of system data areas such as the last referenced dates, expiration
dates, and creation dates in the VTOC, VVDS, catalog, and tape labels, as well as the
current date (run date). These dates are handled by Innovation’s products in the same
fashion as the operating system. Most of these dates are valid through the year 2155.
Special dates, such as 99.365 or 99.366 for permanent retention, or 99.000 used for catalog
control by some tape management systems, will be properly handled.

» Dates or durations (number of days) specified on control statements. Most date parameters
have been updated to accept a 2-digit or 4-digit year; for 2-digit years any year number less
than 70 is assumed to be in the 21st century (20xx). Parameters which specify a duration
(such as ADAYS=, CRDAYS=, XDAYS=) calculate a future date or a prior date and will
properly handle Y2K and leap years.

e Cosmetic dates, such as those which appear in printed output. Where possible, 4-digit years
are used in reports (4-digit years are now the default in FDREPORT but can be overridden).
Most dates in heading lines and similar displays use 4-digit years. In some cases, these
dates may still appear with two digit years.

If you are currently running FDR, COMPAKTOR, and/or FDRREORG but are not licensed for ABR
or FDREPORT, these products are Y2K compliant at V5.2 levels 50 through 66 (V5.2/50-V5.2/66).
You do not need to install V5.3 for Y2K support.

However, you may want to install zaps P-52.0984 (V5.2/5x) or P-52.1305 (V5.2/6x) to fix a problem
in FDRTCOPY where permanent retention dates (99365 and 99366) were not properly recognized.
Contact Innovation for the zap if you are not planning on installing V5.3 before the year 2000; call
us or use our Web site to download the fixes (www.innovationdp. fdr.com).

V5.3 of these products provides some cosmetic changes, such as dates printed in reports with 4-
digit years, so you may want to install V5.3. Note that even in V5.3 there are a few places where
dates are still displayed with 2-digit years, such as in some page headers; these are purely cosmetic
and are not used in any kind of calculation.

FDR InstantBackup V5.3 is fully Y2K compliant.

For customers who have licensed FDREPORT without ABR, FDREPORT V5.3 is fully Y2K
compliant. All FDREPORT customers should install V5.3 well in advance of the year 2000.

The defaultin FDREPORT is now DATEFORMAT=YYYYDDD. By default, dates are displayed with
a 4-digit year and the line length of some existing reports with dates may expand (compared to V5.2)
and become too long to display. If you prefer, you can revert to 2-digit years by putting
DATEFORMAT=YYDDD on a DEFAULT or PRINT statement. See Section 54 for instructions on
permanently changing the DATEFORMAT= default for all FDREPORT jobs.

For expiration dates of 99000, 99365, 99366 or 99999 (the latter for VSAM only), FDREPORT wiill
set EXPDAYS or BKEXDAYS to 65535.

CONTINUED. . .
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ABR V5.3 is fully Y2K compliant. All ABR customers must install V5.3 well in advance of the
year 2000.

ABR V5.3 requires a minimum operating system of MVS/XA with DFP/XA V2.3. Customers running
an older level of XA or DFP can continue to use ABR V5.2 since those systems are not Y2K
compliant. However, such customers will probably need to upgrade to OS/390 for Y2K compliance
before the year 2000, and ABR V5.3 must be installed with it.

If you plan on installing ABR V5.3 sometime in 1999, you can run ABR V5.2 levels 60 to 66 (V5.2/
60-V5.2/66) in 1999 if you apply zap P-52.1302 (and P-52.1158 for levels 60-62) to properly handle
expiration dates of 99000 (catalog control for most tape management systems); call us or visit our
Web site to download the fixes (see front cover for the phone numbers and Internet addresses).
Versions of ABR V5.2 prior to level 60 can not be run in 1999.

The minimum level of MVS required to execute ABR V5.3 is MVS/XA with DFP/XA V2.3.0. XA
systems with lower levels of DFP do not support dates beyond 1999 and ABR V5.3 will not execute
properly on them. Please contact Innovation if you must execute ABR on such a system.

If you code EXPDT= rather than RETPD= on TAPEx or TAPExx DD statements used with ABR,
then:

« In the backup subsystem (full-volume and incremental backups), ABR will interpret any
EXPDT value as a keyword expiration.

¢ In the ARCHIVE subsystem (ARCHIVE and application backup), ABR will interpret the date
as a keyword expiration only if you use the values:

« EXPDT=99000 - indicates catalog control to most tape management systems
« EXPDT=99365 or 99366 (tape or disk output) - indicates permanent retention.

The term "keyword expirations" refers to expiration dates that have special meanings to tape
management systems and to IBM data management. ABR is coded to recognize and properly
handle keyword expirations as indicated above. For ARCHIVE tapes, 99000 and 99365 are the only
keyword expirations recommended for use with ABR; ABR may not properly handle other keyword
expirations (such as 98ddd for "retain until unused for ddd days"). If you are currently using any
keyword expiration for ARCHIVE tapes other than the recommended values, please contact
Innovation for assistance.

Many tape management systems include options to treat keyword expiration dates as real dates.
For example:

//IREALDATE DD DUMMY  for CA-DYNAM/TLMS
/ITMNOKEY DD DUMMY for CA-1
TRUXPD=YES global option for CA-1

ABR will not recognize these options and will use its normal rules for treating EXPDT values as
keywords. If you are using these options in ABR jobs, please contact Innovation for assistance.

You may use EXPDT= to specify expiration dates that are real dates and not keyword expirations
(e.g., EXPDT=99304 or EXPDT=2001/123). ABR full-volume and incremental backups will treat
such dates as keyword expirations, possibly giving incorrect results. ARCHIVE and application
backups will correctly treat such dates as real dates.

However, it is rare that explicit expiration dates are used with ABR. It is more common to use
retention periods (the RETPD= parameter on the TAPEXx or TAPExx DD statement or RETPD= on
the ABR DUMP statement or a default retention period provided by ABR). ABR will properly handle
calculation of the expiration date from a retention period, including all leap year and Y2K
considerations.

CONTINUED. . . .
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IBM has announced that CVOLSs, the old OS catalog whose data set name is "SYSCTLG", will no
longer be supported in the year 2000. Any installation which is still using a CVOL for the ABR
catalog should convert it to an ICF catalog. CVOLs may continue to operate, but ABR will be
unable to properly store the creation date of Volume Backups in the CVOL catalog.

If you wish to test ABR V5.3 in a Y2K environment, where the system date is set to something
other than the actual date for testing, you have two choices:

for complete testing (backups and restores), you should have an Archive Control File and ABR
catalog which are separate from those used for production. When you do Volume Backups or
Archive Backups, ABR may record dates which will cause problems when they are accessed from
a system set to the actual date. So, create special copies of these files and use them only with
the Y2K system.

If you limit your Y2K testing to ABR restores and auto-recall, you can use your production Archive
Control File and ABR catalog, since restore does not store any dates into either of them.

If you accidentally do Archive Backups with the system date set ahead, and record them in your
production Archive Control File, when the date is set to be current again ABR will not allow you to
do any Archive backups. You must contact Innovation for advice if this occurred. This problem
could also occur with Application Backups, if you are using a permanent Application Control File
as described in Section 52.
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01.04 SUMMARY OF MODIFICATIONS FOR VERSION 5.3

SUMMARY OF MODIFICATIONS FOR V5.3 LEVEL 22

FDR  For customers licensed for FDR InstantBackup, FDRCOPY has been enhanced to automatically
INSTANTBACKUP use special hardware facilities to copy tracks when it detects that they are available.

< when it determines that the input and output volume for a given data set are in the same
IBM RVA or STK Iceberg subsystem with the Snapshot feature, Snapshot commands will
be used to provide an almost instantaneous copy or move.

« when it determines that the input and output volume for a given data set are in the same
EMC Symmetrix subsystem, internal track copy commands will be used to reduce the
copy time since the track data is not sent over the channel.

 Standard read/write commands will be used if the input and output volumes are not in the
same RVA/Iceberg or Symmetrix.

This function is automatic, no special options are required to use it.
SUMMARY OF MODIFICATIONS FOR V5.3 LEVEL 20

PRODUCT Member NEWS in the ICL (Installation Control Library, loaded as part of FDR installation) contains
NEWS the latest news and notes about the FDR family of products. It may contain details on changes
made too late to be included in this manual. All users should review the NEWS member after
installation.

CHANGES FDR V5.3 level 20 is fully Year 2000 (Y2K) compliant. See Section 01.03 for details.
MADE TO ALL

The FDR interactive install is now available to customers licensed for any or all of the FDR
PRODUCTS

components; previously it was available only for ABR customers. The interactive install is
documented in Section 90.

The installation process now loads a JCL library from the distribution tape. The JCL library
contains all example JCL which appears in this manual. Member names are EXssssa where
"ssss" is the section number (e.g., 5110 for Section 51.10) and "a" is a sequence character (e.g.,
A for the first example in that section).

FDR FDR InstantBackup is a new, extra-cost feature of FDR. It allows you to make use of features on

INSTANTBACKUP EMC Symmetrix (Timefinder)
IBM 9393 Ramac Virtual Array and STK 9200 Iceberg (Snapshot)
HDS 7700 (Data-Plex HCPF)
COMPAREX T2000/T2100 (CRCF/CACF)
Dual Copy on IBM 3990 Control Units and compatible control units

which use hardware features to make a duplicate of one online volume to another volume that is
offline. On each vendor's subsystem, the offline copy can be frozen at a point-in-time even though
updates continue on the online volume. Once the copy is frozen, FDR InstantBackup allows you
to backup the offline copy with FDR or FDRDSF, or to copy data sets from the offline volume with
FDRCOPY.

FDR InstantBackup, in conjunction with the various vendors' features, enables you to create a
point-in-time backup of an online volume, while quiescing updates to the online volume for only
the few seconds necessary to freeze the copy.

COMPAKTOR customers who are also licensed for FDR InstantBackup can use the hardware
features of EMC Symmetrix and IBM RVA disk subsystems to move data on the disk without
sending the data to and from the CPU. Such COMPAKTions will usually run faster.

ABR support for FDR InstantBackup on EMC Symmetrix, IBM RVA and STK Iceberg will be
available in a future release.

Note: customers who use FDR InstantBackup V5.2 with IBM RVA or STK Iceberg DASD should
review Section 26. FDR InstantBackup has been enhanced to issue Snapshot commands directly,
greatly simplifying the job of managing the Snapshot target volumes.
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CHANGES
MADE TO
COMPAKTOR

CHANGES
MADE TO ABR

CHANGES
MADE TO
FDREPORT

NOTES FOR
ALL FDR AND
ABR USERS

The default values of SIZEKEEP have changed. In Version 5.3 and beyond the default is
SIZEKEEP=(100,90,60). Please read the descriptions of SIZEKEEP in Section 40 to understand
the implications. Innovation strongly recommends that you run with these default values for most
COMPAKTOR runs.

Users who execute COMPAKTOR under PGM=FDR or PGM=FDRABR (the COMPAKT operand on
the DUMP statement) should change those jobs to do a separate Fast COMPAKTion step
(PGM=FDRCPK with TYPE=FASTCPK) after the FDR or ABR step.

In support of the newer high-capacity tape cartridge drives, such as the IBM Magstar and the STK
Redwood, ABR now supports up to 4095 backup files on a backup tape or multi-volume tape set;
the previous limit was 255 and 255 is still the default.

In addition, restore from Archive Backups will support the high-speed locate function for all types of
cartridge drives. This allows ABR to position directly to the beginning of a backup file at high speed
without reading the labels of all the files in-between. This will allow for faster recalls, especially when
only one or two data sets are being restored. The positioning information is stored in the Archive
Control File but the format of that file is compatible with V5.2 and earlier releases.

Restores from full-volume and incremental will also use high-speed locate but only on IBM Magstar
tapes.

FDREPORT can now extract and report on data from the BCDS and MCDS control files of
DFSMShsm (or DFHSM). So, FDREPORT can be used as a reporting tool by HSM users. It can
report on data sets migrated by HSM (MCDS) and data sets with backups under HSM (BCDS). All
the power of the FDREPORT selection criteria and formatting can be used to customize the report.

The default in FDREPORT is now DATEFORMAT=YYYYDDD. Dates are displayed with a 4-digit
year unless overridden by the user (see Section 01.03).

A new option, ENABLE=CHAREXPDATES, is available. If this option is in effect, EXPDATE or
BKEXDATE will be displayed as "CATCTL" for an expiration date of 1999.000 (99000) or "NEVER"
for expiration dates of 1999.365, 1999.366, or 1999.999.

Performance: if you are doing backups with COMPRESS= on the DUMP statement and directing the
backups to:

IBM 3590 Magstar

IBM 3490E on Escon channels

STK Timberline

STK Redwood

Innovation strongly recommends that you remove COMPRESS= and use the hardware compaction
features (e.g., IDRC) of those tape drives. Hardware compaction is requested by
DCB=TRTCH=COMP on the TAPEx DD statement, but it may also be the default in your system.

Removing COMPRESS= also reduces the memory requirements of FDR and ABR by 50%, so you
may want to add more TAPEx DD statements to do more concurrent backups.
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NOTES FOR
ALL ABR USERS

If you are doing disaster recovery restores from high capacity tapes such as IBM Magstar (3590) or
STK Redwood, Innovation strongly recommends that you do not use the DYNTAPE operand on the
RESTORE statement. These tapes will usually contain the backups of multiple disk volumes on the
same tape volume. With DYNTAPE, ABR will deallocate and unload the tape after restoring each
disk volume, and may require that the tape be remounted and repositioned for the next volume.

Instead, include a TAPEx DD statement pointing to a tape drive of the proper type, e.g.
/ITAPE1 DD DSN=DUMMY1,UNIT=(3590-1,,DEFER),VOL=SER=DUMMY1,DISP=0OLD

This drive will be used to mount any required tapes for the restore (the data set name and volume
serial are ignored). If the next tape required is the same as the previous tape, it will be repositioned
without being unloaded.
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The MIGRAT=YES option of Archive catalogs archived data sets so that the first or only volume
serial is MIGRAT, which is recognized by IBM as indicating an archived data set. MIGRAT=YES is
required for SMS-managed data sets.

Innovation recommends that all customers who are not yet using MIGRAT=YES for non-SMS
archives should convert to using it when installing V5.3. So that you do not have to modify
many jobs, you can make MIGRAT=YES the default on the ISPF install panel A.l.4.4.

If you have many data sets archived without MIGRAT=YES, you can recatalog them to MIGRAT
using the RECATALOG SERVICE=CONVERT function of FDRARCH, as documented in
Section 51.61.

The Innovation site on the World Wide Web (WWW) contains the latest information on Innovation
products. From that site you can easily determine what is the latest release of the product, as well
as what release you must be executing to support certain software (e.g., 0S/390) and hardware
(e.g., RAMAC) products before you upgrade.

Since most users now have easy access to the Internet, an increasing number of technical questions
are being sent by e-mail. Our response time for responding to a technical question sent by e-mail
is usually a few hours after receipt during normal business hours. You should always provide your
name, your company name, and phone number in the message. Our Web site has links allowing
you to send us e-mail, or you can use the direct e-mail address on the cover page of this manual.
URGENT PROBLEMS SHOULD ALWAYS BE CALLED IN FOR AN IMMEDIATE RESPONSE.

The Innovation Web site can also be used to order additional marketing information and new
releases of products for which you are licensed. When ordering new releases, you need to provide
us with your complete mailing address and phone number, plus the location of the CPU if it is
different from your mailing address.

EUROPEAN USERS: see the cover page of this manual for European office mailing and e-mail
addresses and phones.

Please review Section 01.03 Year 2000 Compliance. Depending on the FDR components included
in your license, you may need to be at specific levels of FDR in the year 1999, and in the year 2000.

If you were given custom zaps to FDR components for an earlier release, do not attempt to apply
them to V5.3. Contact Innovation for support.

Remember that backup tapes created by FDR components cannot be copied by normal copy
programs such as IEBGENER. The copy program may appear to execute normally, but it will
corrupt the backup on the output tape. You should always use the FDR utilities FDRTCOPY or
FDRTSEL (see Section 60) to copy FDR backups.

User manuals for all Innovation products are available on a CD-ROM in two formats:

* IBM Bookmanager format for online viewing and searching. These can be viewed on your
workstation or uploaded to MVS for viewing with BookManager READ/MVS (included in OS/
390). If you don't have a licensed copy of BookManager READ on your workstation, the IBM
Library Reader (a limited copy of BookManager READ) is also on the CD or you can use the
Library Reader from the IBM documentation CD-ROMSs.

» ADOBE PDF files for printing. Using ADOBE ACROBAT READER on your workstation (also
included on the CD), you can view and print manuals that look exactly like Innovation's
printed manuals.

One copy of the CD-ROM is available to each licensed installation at no additional charge.
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The FDR DASD Management System consists of a number of components and options. The
functions that you can perform with FDR programs depends on the terms of the license your
organization has with Innovation Data Processing, the developer and vendor of FDR.

Most licenses for FDR include these components:

e FDR (Fast Dump Restore) - performs full-volume backups and restores, as well as full-
volume disk-to-disk copies. A utility (FDRTCOPY) is included to copy FDR backup tapes.

« FDRDSF (Data Set Functions)- performs backups and restores of selected data sets and
VSAM clusters. It can also do data set restores from full-volume backup tapes produced
by FDR.

* FDRCOPY - performs disk-to-disk copies of selected data sets and VSAM clusters.

* SAR (Stand-Alone Restore) - an IPLable program which does full-volume restores, so that
you can restore FDR backups even when your MVS system is not working (such as
restoring a failed disk which is required for MVS IPL). It can also do full-volume backups
and can relabel disk volumes.

Note: if you are licensed only for FDRREORG, FDREPORT and/or COMPAKTOR, you will not have
the above components.

Your license may include some or all of the following optional components:

FAST COMPAKTOR (FDRCPK) - reorganizes disk volumes to maximize free space for
new allocations, and to reduce the number of extents occupied by data sets. COMPAKTOR
usually takes only a few minutes per volume.

« ABR (Automatic Backup and Restore) - automates the management of DASD, providing
regular full-volume and incremental (only changed data set) backups, space management
by archiving unused or unneeded data sets with automatic recall if they are later required,
and application backups to preserve all data sets required by a specific application. ABR
includes a number of reporting and management programs.

 FDRREORG - automates the reorganization of PDSs (Partitioned Data Sets), VSAM
clusters, and IAM (Innovation Access Method) files. Also adds support for PDS
reorganization to FDRCOPY.

 FDREPORT - is a powerful and highly flexible reporting program, which can report on data
from a number of sources (catalog, VTOC, VVDS, ABR information, DFSMShsm BCDS/
MCDS and more). The contents and format of the report can be specified by the user.
Sorting and summaries are provided, and JCL or other control statements can be
generated. ABR users are automatically licensed for FDREPORT, but it can be separately
licensed.

Note: it is possible to license FAST COMPAKTOR, FDRREORG, and/or FDREPORT separately, if
that is the only function you need. However, ABR requires a FDR license with the basic components
listed above.

Your license may include this optional function:

* FDR InstantBackup - enhances FDR and FDRDSF with the ability to do backups of DASD
volumes which are currently offline to MVS. This can be used with features of certain DASD
subsystems, such as the IBM RAMAC Virtual Array (RVA) SNAPSHOT feature and the
EMC Symmetrix Timefinder feature, to quickly create an exact copy of an online volume on
another offline disk device. FDR InstantBackup can then backup the "frozen" image on the
offline disk.

You may order FDR, including any of the optional features, as part of IBM's SYSTEMPAC. The
SYSTEMPAC will include prebuilt libraries for FDR with the options you have chosen.
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Program FDR (Fast Dump Restore) provides full-volume backups and restores, as well as full-
volume disk-to-disk copies. FDR is described in detail in Section 10.

FDR backups operate on one DASD volume at a time, writing the full-volume backup to a tape or
DASD data set; a separate backup data set is required for each DASD volume processed.

« The FDR execution JCL specifies the DASD volumes to backup, and the backup data set
for each. The backup will contain an image of:

« the label track (Cylinder 0 Track 0), including IPL text for IPLable volumes
e the VTOC tracks

e the VTOCIX (Indexed VTOC) tracks

¢ the VVDS tracks if one is present (VSAM clusters and SMS data sets).

« all tracks which are allocated to other data sets and VSAM clusters, determined by
analyzing the DSCBs (Data Set Control Blocks) in the VTOC. Tracks which are not currently
allocated to any data set will not be backed up

an edited version of information from the VTOC and VVDS is also stored at the beginning of the
backup, serving as an index of the data actually in the backup, and providing information for
allocation of output data sets during data set restores.

FDR can optionally create two backup data sets concurrently, while reading the input disk volume
only once. FDR can also optionally backup several disk volumes concurrently, using internal
subtasking, as long as the backups are directed to separate devices.

Note: a common format is used for all backups in the FDR DASD Management System, including
FDR, DSF, ABR and SAR (see notes below on data set backups); this means that FDR and
FDRDSF can restore from tapes created by FDRABR, and vice versa. Actually, the FDR format has
been modified several times since its initial release as support for new disk devices was added and
performance improvements were made. Although newer formats may not be restorable by older
releases of FDR, the current FDR can always restore older backups and is capable of producing
backups which can be read by older releases.

WARNING: FDR format backups cannot be copied by standard copy utilities, such as IEBGENER.
FDR includes a utility, FDRTCOPY, which is used to copy FDR backups.

FDR restores a physical image of a disk from an FDR full-volume backup file. The DASD volume
receiving the restore must be the same device type (e.g., 3390), but not necessarily the same size
(number of cylinders) as the volume that was dumped. All the tracks in the backup data set will be
restored to their original locations (cylinder and head address). Every restored track will look exactly
like it did when dumped; data sets are not reorganized, reblocked or changed in any other way.

The output disk volume will usually become an exact image of the original disk including its volume
serial, but you can optionally retain the volume serial of the output disk, and can rename key data
sets (such as the VTOCIX and ABR Model DSCB) during the restore.

If the restore results in a volume with a volume serial which duplicates another online volume (e.g.,
when the original volume is still online), FDR will place the output volume offline. You must relabel
one or the other volume before the next IPL, so a reminder message is sent to the operator's
console.

WARNING: if the volume serial of the output volume is retained, any VSAM clusters on the volume
will not be usable until the volume is renamed to its original serial. SMS-managed
volumes are always renamed to the original volser from the backup when restored.
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FDR allows you to copy one disk volume to another disk volume of the same type. Essentially this
does a backup and restore all in the same job, so all considerations for restore apply. No backup
data set is required, but you can optionally create a FDR backup during the copy operation.

Program FDRDSF (Data Set Functions) performs backups and restores of selected data sets and
VSAM clusters. It can also do data set restores from full-volume backup tapes produced by FDR,
ABR and SAR, as well as from data set backups produced by ABR. FDRDSF is described in detalil
in Section 20.

FDRDSF backups are similar to FDR backups, using the same format, but containing only the
information and data tracks associated with the data sets selected by DSF control statements. You
may select data sets by specific name, by prefix, or by sophisticated data set name masking. DSF
backups operate on one DASD volume at a time, reading the VTOC of the volume, backing up the
data sets you have selected and writing the backup to a tape or DASD data set; a separate backup
data set is required for every DASD volume processed but that backup data set may contain
backups of many original DASD data sets. The backup will contain an image of:

« all tracks which are allocated to the selected data sets and VSAM clusters, according to the
DSCBs in the VTOC.

« an edited version of information from the VTOC and VVDS is stored at the beginning of the
backup, serving as an index of the data actually in the backup, and providing information for
allocation of output data sets.

* The VTOCIX and VVDS may be backed up as data sets, if they are selected by DSF control
statements. However, they are not required to be able to restore data sets from the backup,
and they are usually not included in the backup.

FDRDSF restores are considerably different from FDR restores:

the data tracks of the selected data sets may be restored to a different physical location
(cylinder and head address) than the original tracks occupied. In other words, you do not
have to be concerned about the location of the output data set or the number of extents it is
in.

« data sets and clusters may be renamed during restore.

« if an output data set (either the original data set name or the new name) already exists, and
is large enough, DSF will replace the contents of the existing data set and update its
describing information (VTOC and VVDS information). By default, DSF will restore an
existing data set to whatever volume it is currently cataloged.

« ifan output data set does not exist, DSF will allocate it, automatically making it large enough
to hold the contents of the input data set. Usually DSF will also catalog the output data set
as well (if the output data set is already cataloged to another volume, DSF will not catalog
it unless you instruct it to do so). VSAM clusters must be cataloged when they are allocated,
so a VSAM allocation will fail if it is already cataloged (but you have an option to delete the
existing cluster and catalog the new one in its place).

< DSF usually restores data sets to the same device type they were backed up from (e.g.,
from a 3390 backup to a 3390). This is called a like device or physical restore. The size
(number of cylinders) on the original disk volume and the output volume is not important, as
long as the output has enough free space to hold the output data sets being allocated. In a
like restore, the original data tracks of the selected data sets are restored exactly as they
were backed up (but there is an option to reblock certain data set types).

« DSF can also restore data sets to a different device type (such as a backup of a 3380 to an
output 3390), with some restrictions. This is called an unlike device or logical restore since

CONTINUED. . . .
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the data records of the original data sets are usually reformatted to make better use of the
track capacity of the output disk.

« Output data sets may be directed to various output disk volumes. Data sets from one
backup, originally all on the same disk, can be restored to many output disks concurrently
(reading the backup only once). FDRDSF JCL must point to the backup data sets, but the
output volumes can be identified by JCL or by DSF control statements. You can also
identify a list or group of volumes as the target volume; DSF will find one with sufficient
space for the data set.

« Multi-volume data sets can be restored, but only to the same number of volumes they
originally occupied when dumped. Multi-volume VSAM is handled, but only when restored
to the original device type.

» Atthe end of the restore, DSF will update the DSCB of the output data set and, for VSAM
and SMS-managed data sets, its VVDS entry, so that they properly describe the data that
was restored.

Program FDRCOPY performs disk-to-disk copies of selected data sets and VSAM clusters.
Essentially it does a FDRDSF backup and a restore all in the same step, without the requirement
of creating a backup data set, so all the notes on FDRDSF restore above apply. FDRCOPY is
described in Section 21.

However, FDRCOPY has the ability to select the input data sets from the MVS catalog. You can
specify a data set name, prefix, or data set name mask, and FDRCOPY will locate those data sets
in the MVS catalog and automatically identify and process the DASD volumes required. You do not
need to specify either the input or output disk volumes in the FDRCOPY JCL. You may skip the
catalog search and search specified DASD volumes directly, if you wish.

If you are also licensed for FDRREORG, FDRCOPY includes a function for high-speed
reorganization of PDSs (Partitioned Data Sets); this is also called PDS compression. The PDSs to
be reorganized can be selected by normal FDRCOPY selection, from MVS catalogs or volume
VTOCs.

FDRDSF and FDRCOPY can also dump, restore, and copy data tracks by their physical, absolute
track address. Ranges of tracks to be processed are identified by a starting and ending track
address (cylinder and head number). In this mode, the original tracks can be restored or copied
only to the original track addresses; you cannot restore to a new location on the output disk with
absolute track addresses.

FDRDSF has a function to print the contents of disk data tracks. The printout shows the physical
layout of each track, including each physical record and the hardware count field and key field (if
present) for each record. You may select the data tracks to print by data set name and/or by
absolute track.

CONTINUED . . .
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SAR (Stand-Alone Restore) is an IPLable program which runs without an operating system, whose
main function is to restore FDR full-volume backup tapes at a time when you cannot execute normal
FDR because your MVS system cannot be IPLed. This could occur if disk volumes required for
MVS IPL (such as residence volumes, paging volumes, spooling volumes or library volumes) are
unavailable due to hardware or software problems. SAR can also be used to setup new data
centers by restoring backups of volumes prepared at another site. SAR is described in detail in
Section 15.

There is an IPLable copy of SAR in the first file on every FDR distribution tape, but since that is a
labeled tape, 5 IPL functions are required to bypass the labels and load the program. Innovation
recommends that you copy the SAR IPL text to an unlabeled tape or to one or more disk volumes
for quick IPL when required. Once loaded, SAR can restore multiple FDR backup tapes without an
additional IPL

SAR can also create a full-volume backup of disk volumes on tape. This might be required to
backup a non-critical volume so that a critical volume can be restored in its place. Although this
backup is in normal FDR format (described earlier in this section), it does not contain formatted
VVDS data, so DSF cannot restore VSAM or SMS-managed data sets from a SAR backup.

SAR can also relabel a disk volume.

CONTINUED. . . .
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FAST COMPAKTOR (FASTCPK) is an optional FDR component which quickly reorganizes DASD
volumes, to maximize free space on a volume and reduce the number of extents in multi-extent data
sets. Program FDRCPK is described in Section 40.

By default, FAST COMPAKTOR will analyze the current layout of the volume and will move data
sets and data set extents on the volume to reduce multi-extent data sets and to gather free
(unallocated) tracks into one or two large extents. It attempts to meet these objectives with
minimum movement of data, so the COMPAKTion of a volume usually takes under 3 minutes.

Although FAST COMPAKTOR is normally ordered as an option with the basic FDR components, it
is possible to license COMPAKTOR by itself.

COMPAKTOR also has an option to take a FDR full-volume backup, and then COMPAKT the
volume by restoring tracks from that backup. This is usually much more time-consuming than FAST
COMPAKTOR, but it does include an option to move or expand the VTOC during the restore.

As part of its normal operation, COMPAKTOR produces a map of the volume before and after the
COMPAKTion, along with some statistics (number of free areas, size of free areas, etc.). The map
may also be produced without doing an actual COMPAKTIion. You can either map an online disk
volume, or map a FDR backup tape.

All of the functions of COMPAKTOR can be simulated so that you can evaluate the need to do the

real COMPAKTion and insure that the desired changes are being made. Simulation usually takes
only a few seconds.

- 02-6 -



FDRAER INTRODUCTION 02.04

02.04 FDRABR INTRODUCTION

ABR Program FDRABR (Automatic Backup Restore) automates the execution of FDR full-volume and
data set backups and restores for the purposes of:

data availability - creating backup copies of DASD data sets to protect against physical or
logical loss.

space management - identifying data sets which do not need to be on DASD (usually based
on the last date they were used) and moving them to backups, from which they can be
automatically recalled if needed. Data sets which will never be needed again can be
scratched without creating a backup.

disaster recovery - creating backups from which all or part of your DASD data can be quickly
recreated at a disaster recovery site.

This is accomplished by the use of several ABR functions, as described in the following:

ABR BACKUPS All the backup functions of ABR share these common characteristics:

the backups are in standard full-volume (FDR) or data set (DSF) backup format, described
in Section 02.02. Data can be restored from ABR backups with FDR, FDRDSF, or ABR
itself. SAR can be used to restore from ABR full-volume backups.

although ABR backups still require a separate backup data set for each DASD volume
processed, ABR will automatically stack multiple backup data sets on tape, creating multi-
file tapes, to make best use of today's high-capacity tape volumes (such as IBM Magstar
and STK Redwood). If necessary, multiple output tape volumes are used. No special JCL
is required since ABR will handle the file creation internally.

ABR backups to disk are also supported. ABR will automatically allocate the backup data
sets on the backup volumes you specify.

the output devices (tape and/or disk) are specified in the ABR batch JCL. However, you
only need to identify the output device; ABR will automatically name and create every
backup data set and catalog it if required.

You can specify in the JCL that two copies of each backup are to be created, even though
the input disk is read only once. This is often used to create one copy for onsite recovery
and a second for offsite storage for disaster recovery.

If multiple output devices are specified in the JCL, ABR will automatically use internal
subtasking to backup more than one DASD volume concurrently.
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ABR Volume Backups consist of full-volume and incremental backups which allow you to create
daily backups of your disk volumes, so that you can do anything from restoring individual data sets
to recreating entire volumes. However, you don't have to backup all the data every day. A daily
full-volume backup of each of your DASD volumes would be too time-consuming, so users who do
not have a product like ABR usually content themselves with weekend full-volume backups and
leave themselves open to loss of a weeks worth of updates if a failure or disaster occurs late in the
week.

With ABR volume backups, you get the effect of daily full-volume backups without the elapsed time
associated with them. You must still do periodic full-volume backups (most users do them on
weekends, but you can schedule them to suit yourself; they don't even have to be weekly). On a
daily basis (or sometimes more than once a day), you do an ABR incremental backup which only
backs up the data sets which have changed or been created since the last backup of the volume,
plus the label track, VTOC, VTOCIX and VVDS. These incremental backups are accumulated and
are kept at least until the next full backup is executed.

If you have disk failures, or have to restore at a disaster site, ABR automates the restore process.
It locates the most recent full-volume backup (or an earlier one if you prefer) and all the incremental
backups that followed it. ABR then reads the most recently-created incremental, restoring the label
track, VTOC, VTOCIX, VVDS and any data sets on that backup. It then reads back through the
preceding incrementals and the full backup, restoring the most recent copy of each data set. The
result is a volume which looks exactly like the original volume did at the time of the last incremental.
All data sets are in their original locations, with the exact same allocation characteristics.

If you need to restore individual data sets, ABR tracks which full or incremental backup contains the
most recent backup of each data set. Restore is as simple as providing the data set name; ABR will
locate and dynamically allocate the proper backup and restore the data set; the restored data set
can be renamed and/or directed to a new volume, but by default it is restored to its original volume
with its original name. ABR has an option to track up to 13 previous backups for every data set,
allowing you to easily restore earlier versions. ABR data set restores follow the same rules as DSF
restores described in Section 02.02.

ABR volume backups do not use a data base for recording the backups. Information about backups
is stored in 4 places:

» every volume to be processed for ABR backups must have a special DSCB in the VTOC of
the volume, known as the "ABR Model DSCB". It is called a model because the data set
has no extents and occupies no tracks on the volume, similar to the model DSCB used with
GDGs. The DSCB itself is used for recording data about volume backups for that volume,
such as the date of the most recent backup. An ABR utility is used to create the ABR Model
DSCB.

» the backup data sets created by ABR are cataloged in a standard MVS ICF catalog. They
have a standard format starting with a specified high-level index (defaultis FDRABR) which
is usually assigned to a separate catalog, known as the ABR catalog.

 Information about the backups of individual data sets is stored in reserved fields of the
Format 1 (F1) DSCB of each data set on disk.

+ for data sets which have been scratched, so that their F1 DSCB is no longer available, ABR
records backup information in a special MVS ICF catalog entry, called the "scratch catalog"
entry, usually part of the ABR catalog.

During restore, ABR uses this information to construct a list of the backup data sets which must be
read. In most cases, it will dynamically allocate the restore backup data sets (on tape or disk) and
read them.

ABR volume backups are designed to allow you to recreate entire DASD volumes, or to restore
backup copies of individual data sets. Details on ABR volume backups is found in Section 50.

CONTINUED . . .
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ABR application backups, as their name implies, are designed to backup all the data sets that relate
to a given application, on whatever disk volumes they reside. Since application data sets are
usually cataloged, you can have ABR search the MVS catalogs for data sets matching one or more
name masks, quickly and easily selecting the data sets and their cataloged volumes to be
processed.

Application backup will process all of the data sets selected on the volumes selected. Since ABR
always creates one backup data set per disk volume, it will automatically stack multiple backup files
on the output tape, depending on how many disk volumes were read. Usually a single tape is used
for output, creating one tape with all the selected data (a duplicate backup can be created).

Application backup does use a data base to record the data sets that were backed up. This data
base is called an Application Control File (ACF); it has the same format as the Archive Control File
described below. The ACF is very compact, recording several hundred data sets in a single track.

If data sets must be restored from an application backup, the information on their location is read
from the ACF to build a list of backup data sets to be dynamically allocated and read. You can
select the data sets to be restored, or simply restore the most recent copy of every data set in the
ACF.

There are several ways of managing the ACF:

* you can create a new ACF every time that you execute application backup. It will contain
only the data sets which were backed up in that ABR run. Usually a copy of the ACF will
also be written to the backup tape, making the tape self-contained so that you can easily
restore at a disaster site.

e you can use a permanent ACF for each application. This will record all backup copies of
each data set which is part of the application. Usually you will need to backup and restore
the ACF with another facility (such as ABR incremental backup) so that you can restore the
application at a disaster site.

ABR Application backup provides for backup and restore of the data sets belonging to one
application. Section 52 describes this function in detail.

CONTINUED. . . .
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ABR Archive is used for space management, by moving data sets which are not currently required
to be online from expensive DASD to less expensive medium such as tape or DASD (in a highly
compressed format).

The DASD volumes to be processed by Archive must contain an ABR Model DSCB (described
under "ABR Volume Backups" in this section); Archive does not record anything in the ABR model,
but there is a flag enabling or disabling each volume for archiving. The data sets moved from DASD
by ABR Archive are recorded in an Archive Control File (ACF). The ACF is a DSORG=DA (direct
access) data set which can record several hundred such archived data sets in a single track. There
is usually one common ACF for all archived data sets.

You can specify various criteria for selecting the data sets to be archived, such as "not cataloged"
or "not used in the last 15 days". Different criteria can be specified for various data sets (by volume,
by data set name mask, or a combination).

A data set which has been archived can be marked as eligible for automatic recall (“auto-recall).
With auto-recall, the catalog entry for an archived data set is left in the MVS catalog, with a special
indicator that indicates that it was archived. When an archived data set is referenced by batch JCL,
dynamic allocation, or TSO, an ABR catalog locate exit detects the indicator and automatically
"recalls" the data set to disk before it is needed, so the use of archived data sets is transparent to
the job or user.

TSO users normally have the option of bypassing the recall, and have a choice of waiting for the
recall to complete (foreground) or doing the recall in a separate started task while they do other work
(background). TSO users may also add recall requests (and some other ABR requests such as
Archive) to a “remote queue” data set which is processed by a batch ABR job.

ABR Archive is often used to put one backup copy on disk and a second on tape. The disk backups
will be in a highly compressed format, taking much less room than the original, yet they can be
recalled quickly since no tape mount is required. Most installations expire the disk backup after a
short time (15-30) days and either delete it or move it to tape.

ABR Archive can be used to implement the IBM concept of Tape Mount Management (TMM) where
data sets which are normally on tape are directed to SMS-managed disk instead, and then moved
to tape using ABR. This allows many such data sets to be stacked on tape and uses far fewer tape
volumes.

ABR Superscratch operates exactly like ABR Archive, but it does not backup the selected data sets,
it simply deletes them. Superscratch can be used to delete data sets which you know will never be
needed again (such as temporary data sets). There is a separate flag in the ABR Model DSCB to
enable a volume for Superscratch.

ABR Archive and Superscratch are documented in Section 51.

Most functions of ABR can be run in simulation mode, allowing you to verify that the correct data will
be selected when run for real.

ABR includes several utility programs, FDRABRM for setting options on disk volumes, FDRABRCM
for maintaining the ABR catalog, FDRARCH for maintaining the Archive/Application Control File,
FDRTSEL for automatic movement of ABR backups, and FDRABRP for simple reporting. ABR also
includes FDREPORT (see below) for more sophisticated reporting.

CONTINUED.. . .
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FDREPORT is a sophisticated, flexible and high-performance reporting package which can report
on hundreds of characteristics of data sets or volumes in a format chosen by FDREPORT or
specified by the user. FDREPORT is included with ABR, but it can also be licensed separately.

FDREPORT takes its input from a variety of sources:

* MVS catalogs - a data set name mask can be specified to quickly search catalogs for the
required data sets

¢ VTOC of DASD volumes - information from the DSCBs of the data sets is extracted
* VVDS of DASD volumes - for VSAM clusters and SMS-managed data sets
« ABR backup information - for data sets processed by ABR incremental backups

< Archive/Application Control File (ACF) - for archived data sets and those processed by
application backups

* DFSMShsm BCDS/MCDS data
» data recorded by previous FDREPORT executions

From the hundreds of different fields available, you can select a subset to be reported, and can
optionally specify the positioning of those fields in the report, although FDREPORT does most of
the formatting work for you. In addition to simple printed reports, FDREPORT can sort and
summarize the data selected. It can also generate control statements and/or JCL for other utilities
based on the data collected. Although most reports are based on individual data sets, you can
report on the state of entire DASD volumes (such as volume free space).

So that you can immediately begin benefiting from the power of FDREPORT, 50 pre-constructed
FDREPORT reports have been provided as part of the Innovation “Health Check”. These enable
you to report on the status of your entire DASD farm, on individual groups of data sets, and also to
check for various error conditions. You will find them in the JCL library on the FDR distribution tape;
member names begin with “HCHECK”, such as HCHECK2.
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FDRREORG automates the reorganization of disk data sets which can benefit from this
reorganization, such as VSAM KSDS (keyed) clusters, partitioned data sets (PDSs) and IAM files.
IAM (Innovation Access Method) is a separately priced product from Innovation Data Processing;
IAM is a transparent performance-oriented alternative for VSAM KSDS and ESDS clusters.

FDRREORG control statements identify the data sets and/or volumes to be processed, and also
specify criteria for choosing the data sets to be reorganized. There is little benefit in reorganizing a
data set which has had little update activity, so you can specify in various ways the "degree" of
disorganization required to select a given data set.

For VSAM and IAM, FDRREORG creates a backup data set (using parameters you provide) and
copies the data to the backup and back again to the original data set to reorganize it. If you save
the backup data sets, FDRREORG can be used as a backup utility for VSAM and I1AM; the
advantage over a utility such as IDCAMS is that many such data sets can be backed up with simple
control statements. The reorganized data sets are usually written back to the original volume, but
you can override the output volume, using FDRREORG to move VSAM and IAM to new volumes
while reorganizing them. Note that the FDRREORG backups are not in FDR format, they are simple
sequential copies of the data in each data set.

For PDSs, FDRREORG invokes a function of FDRCOPY to compress the PDS in place. This
function can also be executed directly under FDRCOPY if you are licensed for FDRREORG.
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This section documents many of the features and characteristics which are common to all or most
FDR components. The term “FDR” in this section refers to all the FDR components.

FDR supports all versions of MVS, including:
0S/390 Version 1 and 2
ESA all releases
MVS/XA all releases

They are referred to collectively as MVS in this manual. All functions described in this manual will
work on all versions of MVS, except where a certain level of MVS is required for support of a
particular device type or data set type. If new versions of OS/390 require changes in FDR, those
changes will be available at or shortly after GA (General Availability) of the new OS/390 release.

FDR will run on a Sysplex, including a Parallel Sysplex, but does not use or require any Sysplex
services.

FDR supports all current DASD types supported by the MVS versions listed above, including:
3390
3380
9345
3350
3330

Other disks which emulate one of the above, including IBM RAMAC, EMC Symmetrix, and
others.

Even though most currently marketed DASD systems (from IBM and other vendors) use PC-style
hard disks to store data internally and may use a RAID format for recovery after disk errors, they
always emulate one or more of the above DASD types, usually 3390 or 3380. It is very unlikely that
a new MVS DASD type will be introduced, but if it is FDR will be enhanced to support it.

FDR uses EXCP (Execute Channel Program) to read and write disks with its own CCWs and 1/O
techniques. It does not use any other access method for disk access (FDRREORG does use VSAM
and IAM to read and write those types of data sets). During backups, FDR will usually read 1/2 of
a cylinder, or a whole cylinder, in one I/O.

The original 3380s and 3390s came in several models with different capacities (number of
cylinders). Many of the PC-disk/RAID systems allow you to define 3390s or 3380s which have a
user-defined capacity different from those of the true disks. FDR supports all of these, and includes
the required support for special requirements of some of these systems.

FDR full-volume restores or copies must always be done to a disk of the same type as the original
(i.e., 3390 to 3390). You may restore/copy to a disk with the same capacity as the original, or a disk
with a larger capacity. In the latter case, the VTOC will be updated to reflect the larger size, the
DOS flag will be set in the VTOC to indicate that the volume free space is invalid, and a special
allocation will be done to force DADSM to recalculate the free space (this allocation is designed to
fail, so you can ignore allocation error message, IEC6141 RC=16, in the joblog of the FDR restore
job). If an indexed VTOC exists on such a volume, it will be disabled; you must execute the ICKDSF
utility to rebuild the indexed VTOC of the volume after the restore (BUILDIX function).

NOTE: The data set that FDR allocates to rebuild the free space has a name that starts with
“FDRABR.V". If your installation has a data security system, then the user running the restore job
must be authorized to create this dsname.
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Special procedures are required for an FDR restore to a smaller disk. However, COMPAKTOR can
restore FDR backups to a larger disk or smaller disk as long as all of the allocated disk space fits on
the output disk. COMPAKTOR will automatically update the volume free space and rebuild the
Indexed VTOC.

FDR data set restores and copies can be done to either the same device type (e.g., 3390 to 3390,
a like restore) or, in many cases, to a different device type (e.g., 3380 to 3390, an unlike restore).
The device capacity does not matter as long as there is enough room for the data sets being
restored. See Section 80 for more information on moving data between different DASD devices.
FDR supports all current tape types supported by the MVS versions listed above, including:

IBM 3590 (Magstar) high-capacity cartridge drives

IBM 3490E cartridge drives

IBM 3480/3490 cartridge drives

IBM 3420/3422 round reel drives

STK Redwood and Timberline cartridge drives

Other drives which emulate one of the above

Automated tape libraries from various vendors, including the IBM 3494/3495 tape libraries and STK
Nearline silos, are supported. FDR also supports the IBM Virtual Tape Server (VTS) and similar
products from other vendors.

FDR may use BSAM (Basic Sequential Access Method) or EXCP (Execute Channel Program) to
read and write tapes (as well as backups on sequential disk data sets).

All cartridge drives (except some early 3480 drives) support hardware compression, originally called
IDRC (Improved Data Recording Capability). FDR supports tape hardware compression.
Compression must be requested on tape DD statements in FDR jobs (TRTCH=COMP) unless it is
the default in your installation. Since it increases the effective capacity of a cartridge, it is
recommended.

CONTINUED . . .
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ERROR During backup and restore operations, FDR continually analyzes the processing and reports any
unusual conditions detected. Physical and logical errors are handled, including:

PROCESSING

VSE VOLUMES

physical I/O errors reported by the disk hardware, such as data checks. FDR prints out
details on the error and on the 1/O being executed. During backup, tracks which get I/0
errors are not written to the backup; during restore, the results are unpredictable.
Depending on options, FDR may accept a number of such errors before aborting the
operation

physical I/O errors on the backup data set (disk or tape). FDR prints details of the error.
For tape, it will attempt to close the current tape and write the failed data to a new tape
volume; depending on the nature of the tape error, this may not be possible.

invalid disk track format, including non-standard or invalid Record 0 (RO) format. This
usually indicates a data track that does not meet IBM standards and cannot contain useful
data so the track will not be written to the backup.

incorrect count fields where the CCHH (cylinder and head number) in the count field of a
record does not match the physical CCHH of the data track. Since this is not necessarily
an error (VM-formatted volumes containing mini-disks may have this condition), the
number of such tracks is simply counted.

I/0 errors in the VTOC, including physical errors and logical errors such as the wrong
number of DSCBs on a track. VTOC errors always terminate data set backups; for full-
volume backups it forces FDR to backup all physical tracks on the volume.

I/O errors in the VVDS. The backup will continue but VSAM and SMS-managed data sets
may not be restorable.

On modern DASD volumes (especially RAID subsystems) and modern tape drives, physical I/O
errors are rare. Most error recovery is done in the disk or tape control unit, and recovered errors
are never even presented to FDR.

VSE (DOS) volumes are similar to MVS volumes, but may not follow all of the same rules. Any VSE
volume which can be mounted to MVS system can be dumped or restored with FDR or FDRDSF.
However, ABR functions should not be used.

CONTINUED. . . .
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FDR can dump and restore volumes belonging to a VM system, both from MVS systems running
as VM guests, and from independent MVS systems which can access the disk drives in use by VM.
There are several variations which you must be aware of:

if the volume was formatted by VM (such as VM residence, spool or paging volumes or
volumes containing CMS mini-disks), the volume will contain a dummy MVS VTOC on CYL
0 TRK 0 so that it can be mounted on MVS systems. Since a MVS-formated VTOC will
never start at that location, FDR recognizes that dummy VTOC and automatically dumps
or restores all of the physical tracks on the disk. Since there are no data sets in that VTOC,
DSF can only do ABSOLUTE TRACK ADDRESS operations on such volumes. An
individual CMS formatted mini-disk may be restored from an FDR or DSF full-volume
backup if you know its extents on the volume, but only to its original disk locations; DSF
cannot be used to move CMS mini-disks.

- COMPAKTOR and ABR operations cannot be done on such disks.
- Other FDR functions can be done by an independent MVS system.

- FDR functions cannot be done by a MVS guest under VM since it cannot access the full
VM volume.

if the volume is defined as several mini-disks (with the first mini-disk starting at physical
cylinder 0) and each is formatted as a MVS volume

- all FDR functions can be executed against each mini-disk by a MVS guest running
under VM. The MVS virtual machine must have each mini-disk defined as a device.

- from an independent MVS system, MVS will see only the first mini-disk on the physical
volume (it is possible to use DSF physical track processing to include the additional
mini-disks, but this is not recommended).

if the volume is defined as MVS mini-disks, but the first mini-disk starts on physical cylinder
1 or later,

- an independent MVS system will treat it as a VM-formatted volume and backup/restore
all physical tracks

- for a MVS guest under VM, each mini-disk should be defined to the MVS system so it
can be processed normally.

If the volume is defined as a full-volume MVS-formatted disk, it can be processed normally
from either a MVS guest (where the disk device must be dedicated/attached or defined as
a full-volume mini-disk) or from an independent MVS system.

Stand Alone Restore (SAR) has the ability to do backups and restores on any VM virtual machine
without an operating system. You must IPL SAR on a virtual machine just like you IPL CMS or MVS.
SAR can process individual mini-disks (OS or CMS formatted) if they are defined to the virtual
machine, and can be used to move a mini-disk to another of the same size (SAR absolute track
operations are used for CMS mini-disks). See Section 15 for details.

CONTINUED. . . .
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If a full-volume RESTORE or COPY changes the volume serial of the output volume or changes the
location of the VTOC or Indexed VTOC, FDR will automatically update the proper MVS control
blocks and pointers with the new information, on the MVS system it was executed on. If the new
volume serial duplicates the serial of another online volume, the output disk will be placed offline
and a warning message issued to the MVS operator.

WARNING: If a full-volume RESTORE or COPY is done on a disk shared with another MVS system
(shared DASD), it is safest to VARY the volume offline to all other systems before the restore/copy.
After the restore is completed, the MOUNT command can be issued on other systems to make it
available again. If FDR changes the volser or VTOC/VTOCIX location on a shared disk, a warning
will be issued to the operator since the volume will not be usable on other systems until this is done.

If an FDR backup is executed for a disk connected to a caching control unit such as the IBM 3990
model 3 or 6, the IBM 9390 and disk control units that emulate these, FDR will use a technique
which will minimize the impact of the backup on the cache. Normally, all the tracks read by an
application are retained in cache. Since FDR reads many tracks and does not need to read them
again, this may displace other tracks needed by other applications, impacting their performance.
FDR instead uses a technique called “bypass cache loading” which will not retain the tracks read
in cache; however, if required tracks are already in cache they will be read from cache and left there.
So, tracks currently in the cache belonging to this volume and other volumes will not be disturbed.

For restores, normal cache management occurs. If volumes are enabled for DASD FAST WRITE,
tracks are written by FDR go into cache and NVS (Non-Volatile Storage) and will be written to the
physical disk when the control unit has an opportunity. For small restores, DASD FAST WRITE will
speed up the restore, since it doesn’t have to wait for the physical disk. For large restores, the
capacity of the cache/NVS is usually exceeded, so the performance impact is minimal. However,
for certain disk types (such as some IBM RAMAC models) DASD FAST WRITE is used by the
control unit to circumvent some write performance limitations on RAID disks (the “RAID Write
Penalty”).

FDR supports backup and restore of all types of data sets which can reside on disk on supported
MVS systems, including:
Physical Sequential (PS)

« Partitioned (PDS)

« Direct Access (DA)

« ICF VSAM (ESDS, KSDS, RRDS, VRRDS, Linear, Alternate Indexes)

- DB2 data files and catalogs

* IAM (Innovation Access Method) — an alternate to VSAM KSDS and ESDS

* PDSE — a SMS-managed alternate to PDSs

» Physical Sequential Extended (PSE) — extended format PS data sets on SMS volumes
(may be striped and/or compressed)

» Extended Format KSDS VSAM — on SMS volumes, may be compressed and may exceed
4GB in size

» Hierarchical File System (HFS) — used with MVS Open Edition. FDR can backup/restore
entire HFS data sets but not individual files within the HFS data set.

See Section 80 for details on the FDR support for these various data set types.

OAM, the Object Access Method, stores of collections of data called "objects" (such as scanned
images). OAM files may exist on DASD or on optical storage disks. OAM files on DASD are DB2
files, which are supported by FDR. OAM files on optical disks do not look like traditional DASD, and
are accessible only through OAM facilities. Since optical files are WORM (Write-Once, Read-Many)
they are never updated; OAM provides for creating a one-time backup of optical files on other
optical disks.

CONTINUED. . . .
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FDR supports backup and restore of volumes and data sets that are under the control of System
Managed Storage (SMS). This includes those data sets which must be SMS-managed, such as
PDSEs and extended format sequential data sets and KSDS clusters. See Section 70 for the special
considerations in using FDR, DSF and ABR with SMS volumes.

FDR backups and restores are primarily I/O bound, meaning that they use very little CPU time
unless you use FDR software compression. Performance of FDR operations is limited primarily by
the I/O capacity of the tapes and disk and of the channel paths connecting them to the CPU,;
performance may also be affected if multiple FDR operations or other applications are using the
same channel paths or control units. Many factors affect performance, so it is difficult to make
predictions about the performance you can achieve.

When trying to improve performance of FDR or any I/O bound application, tuning is usually a
process of moving from one bottleneck to another. As you make changes to reduce one limitation,
another becomes the new limiting factor.

CHANNELS: your disks and tapes may be connected by parallel channels (also called bus and tag
channels) which transfer data at a maximum rate of 4.5MB/sec, or by serial ESCON channels which
transfer at up to 17MB/sec (3490E drives on ESCON channels are limited to 9MB/sec). Obviously,
if your tape and disk control units support ESCON, ESCON channels are desirable. ESCON speeds
are usually faster than that of the disks and tapes themselves, so ESCON channels are rarely a
bottleneck. However, your ESCON channel configuration, especially if it includes ESCON directors,
may limit concurrent transfers.

CONTROL UNITS: a control unit is required to access an I/O device; some control units are
separate (e.g., IBM 3990) and some are integrated (e.g., EMC Symmetrix). A control unit can
control from 1 to 256 devices; the fewer devices behind a given control unit, the better performance
will be when doing concurrent operations.

The control unit may connect to a CPU over multiple channels. Most disk control units can do
concurrent data transfers over each channel connection allowing you to concurrently access as
many disks are you have channels to the control unit. Most tape control units can do only one
channel data transfer at a time, despite multiple channel connections, which limits the ability to do
concurrent operations. Many tape subsystems have multiple control units allowing several
concurrent transfers. Some STK cartridge systems have a control unit per tape drive to improve
performance.

DISK PERFORMANCE: When data required by FDR must be read from the physical disk (not in
cache), performance is limited by the speed of that disk. For example, physical 3390 disks transfer
at a maximum of 4.2MB/sec. However, transfer rates from systems which emulate 3380s and 3390s
(e.g., IBM RAMAC and EMC Symmetrix) may be much higher. When required data is already in
cache, it is usually transferred at channel speeds (e.g., 17MB/sec for ESCON).

TAPE PERFORMANCE: tape transfer rates are limited by the physical tape drives. 1BM 3480s and
3490Es transfer at 3.0MB/sec; hardware compression (IDRC) typically gets 50% compression,
which increases the effective rate to 6MB/sec. However, only one 3480/3490E drive can be actively
transferring data for each tape control unit. IBM 3590 Magstars can transfer at 9MB/sec, and their
hardware compression typically gets 70% which makes their effective rate about 22MB/sec (which
will really be 17MB/sec due to channel limitations).

CONTINUED.. . .
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OUR RECOMMENDATIONS: it is difficult to predict what sort of performance you will get, but here
are some guidelines. Most customers want to complete their backups in the minimum possible time;
this is usually accomplished by running multiple backups concurrently (either as multiple jobs, or
using the internal subtasking options of FDR and ABR).

If possible, concurrently backup disks which are on separate disk control units, or at least don't
backup more disks from a given control unit than there are channel connections.

If possible, backup to tape drives which are on separate tape control units, on separate channels. If
necessary, you can direct up to 3 backups through the same control unit (with some degradation)
but more than 3 will seriously degrade all the backups. Use tape hardware compression (e.g., IDRC)
if available. You may want to use FDR software compression (COMPRESS= operand) on parallel
channels (to improve the effective rate of the channels) but do not use software compression on
ESCON channels.

On 3480/3490 tape drives, you may want to allocate 2 output drives to each backup, using a JCL
parameter such as UNIT=(3480,2) to eliminate the time required to rewind and unload the last tape
and mount a new one (this can take over 1 minute). On 3490E and 3590 drives, this is not a problem
since the tape is already rewound when full. If available, Automatic Cartridge Loaders (ACLSs)
should be loaded with scratch tapes so that no operator intervention is required

between tapes.

The following table shows the maximum number of tape volumes of each type required for the
backup of various models of disk. The maximum was calculated assuming that all tracks on the disk
are allocated and are being backed up, and that all tracks contain data records totaling close to the
maximum capacity of the track. In a real life backup, the actual amount of data written to the backup
may be considerably less.

Also, the use of hardware compression in the tape control unit (IDRC) may considerably reduce the
tape volume requirement. 3480s and 3490s typically get 50% compression, while 3590s (Magstars)
typically get 70%. But these numbers are data dependant and your results may differ. If hardware
compression is used, reduce the maximum tape volumes accordingly. You may get similar results
from FDR’s own software compression, but FDR compression is not recommended except for tapes
attached via parallel (bus/tag) channels.

These calculations are based on the compressed capacity of each tape type assuming 70%
compression for 3590 and 50% for 3480/3490E. For 3490E it is based on standard length cartridges;
if enhanced capacity cartridges are used, half the volumes will be required. For 3480s it is assumed
that the IDRC compression feature is installed.

Disk type and model 3480 volumes 3490E volumes 3590 volumes*
3390-9 (8.5GB) 22 11 1
3390-3 (2.8GB) 7 4 1
3390-2 (1.8 GB) 5 3 1
3380-K (1.8 GB) 5 3 1

*a |IBM 3590 Magstar volume will hold about 30GB of data after compression, so it can typically hold
the backups of 10 3390-3 disk volumes.
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Program FDR (Fast Dump Restore) provides full-volume backups and restores, as well as full-
volume disk-to-disk copies.

FDR backups operate on one DASD volume at a time, writing the full-volume backup to a tape or
DASD data set; a separate backup data set is required for each DASD volume processed.

The FDR execution JCL specifies the DASD volumes to backup, and the backup data set for each.
The backup will contain an image of:

e the label track (Cylinder 0 Track 0), including IPL text for IPLable volumes
® the VTOC tracks

® the VTOCIX (Indexed VTOC) tracks

® the VVDS tracks if one is present (VSAM clusters and SMS data sets).

e all tracks which are allocated to other data sets and VSAM clusters, determined by analyzing
the DSCBs (Data Set Control Blocks) in the VTOC. Tracks that are not currently allocated to any
data set will not be backed up

® an edited version of information from the VTOC and VVDS is also stored at the beginning of the
backup, serving as an index of the data actually in the backup, and providing information for
allocation of output data sets during data set restores.

o [nformation contained only the catalog entry for the data sets being backed up, such as
OWNERID and VSAM PATH information, is not backed up and so will not be recreated during
a data set restore.

FDR can optionally create two backup data sets concurrently, while reading the input disk volume
only once. FDR can also optionally backup several disk volumes concurrently, using internal
subtasking, as long as the backups are directed to separate devices.

Note: a common format is used for all backups in the FDR DASD Management System,
include FDR, DSF, ABR and SAR (see notes below on data set backups); this means that
FDR and FDRDSF can restore from tapes created by FDRABR, and vice versa. Actually, the
FDR format has been modified several times since its initial release as support for new disk
devices was added and performance improvements were made. Although newer formats
may not be restorable by older releases of FDR, the current FDR can always restore older
backups and is capable of producing backups which can be read by older releases.

WARNING: FDR format backups cannot be copied by standard copy utilities, such as
IEBGENER. FDR includes a utility, FDRTCOPY, which is used to copy FDR backups.
FDRTCOPY is documented in Section 60.
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FDR restores a physical image of a disk from an FDR full-volume backup file. The DASD volume
receiving the restore must be the same device type (e.g., 3390), but not necessarily the same size
(number of cylinders) as the volume that was dumped. All the tracks in the backup data set will be
restored to their original locations (cylinder and head address). Every restored track will look exactly
like it did when dumped; data sets are not reorganized, reblocked or changed in any other way.

The output disk volume will usually become an exact image of the original disk including its volume
serial, but you can optionally retain the volume serial of the output disk, and can rename key data
sets (such as the VTOCIX and ABR Model DSCB) during the restore.

If the restore results in a volume with a volume serial which duplicates another online volume (e.g.,
when the original volume is still online), FDR will place the output volume offline. You must relabel
one or the other volume before the next IPL, so a reminder message is sent to the operator's
console.

WARNING: if the volume serial of the output volume is retained, any VSAM clusters on the
volume will not be usable until the volume is renamed to its original serial. SMS-managed
volumes are always renamed to the original volser from the backup when restored.

FDR allows you to copy one disk volume to another disk volume of the same type. Essentially this
does a backup and restore all in the same job, so all considerations for restore apply. No backup
data set is required, but you can optionally create a FDR backup during the copy operation.

CONTINUED ...
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FDR has three backup processing modes in a single FDR jobstep: dump one disk volume, dump up
to thirty-nine disk volumes serially, or dump up to thirty-nine disk volumes to up to nine tape drives
concurrently.

A. SINGLE VOLUME MODE

Dump the single disk volume referred to by the DISKx DD statement to the tape referred to by
the TAPEXx DD statement. This is the default mode of FDR when a single DISKX/TAPEX pair is
provided in the JCL.

B. SERIAL MODE

Sequentially (one at a time) dump all the disk volumes referred to by DISKx DD statements to
the tapes referred to by the corresponding TAPEx DD statements; backups are done in the
order that the DISKx DDs appear in the JCL. Serial Mode is also the default when multiple
DISKx/TAPEX pairs are provided.

C. ATTACH MODE

Concurrently dump the disk volumes referred to by the DISKx DD statements to the tapes
referred to by the corresponding TAPEx DD statements. To invoke Attach Mode, you must
specify the ATTACH operand on the DUMP statement, or PARM=A on the EXEC JCL
statement.

Although there may be up to thirty-nine TAPEXx/DISKx pairs, the TAPEx DDs must not specify
more than nine unique tape units. The TAPEx DDs may include UNIT=AFF or VOL=REF to use
the same drive for multiple backups or to place multiple backup files on the same tape volume,;
the number of unique units determines the number of concurrent DUMPSs.

FDR will serialize the backup of any disk volumes whose TAPEXx DDs point to the same tape
unit.

When FDR is restoring a backup to a volume with the same volume serial as the original, e.g.,
restoring volume ABC123 to a disk with volser ABR123, the volume is simply restored and the
contents of the volume are replaced with data from the backup. This is often the case when

restoring a volume back to its previous contents, overlaying the current contents of the volume.

But when the output volume for a restore currently has a different volume serial from the serial of
the disk in the FDR backup data set, FDR has two options:

A. RESTORE THE INPUT VOLUME SERIAL TO THE RECEIVING VOLUME

To change the Volume Serial Number of the output disk to match the serial of the disk that is on
the backup tape, use the value PARM=R on the EXEC JCL statement, or specify
CPYVOLID=YES on the RESTORE command.

B. RESTORE RETAINING THE VOLUME LABEL OF THE RECEIVING VOLUME

To retain the Volume Serial Number of the output disk, use the value PARM=N on the EXEC
JCL statement, or specify CPYVOLID=NO on the RESTORE command or use a RESTORE
command with the CPYVOLID operand omitted. If you intend to eventually relabel this volume
back to the original serial number of the restored volume, you should also specify
VOLRESET=NO, but if you intend to use the restore data on the output volume’s serial, specify
VOLRESET=YES.

If multiple restores are requested (multiple TAPEX/DISKX pairs), the restores are done serially in the
order that the TAPEXx DDs appear in the JCL.
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FDR can copy up to thirty-nine disk volumes to new disk volumes directly without creating a backup,
in one FDR jobstep. FDR will copy the volume specified by the DISKx DD statement to the disk
volume specified by the matching TAPEx DD statement. As with a FDR RESTORE the label of the
volume being copied to may be retained or changed. The duplicate TAPExx DD statement is
supported and will result in a backup being taken of the volume in addition to the copy.

FDR requires a region of about 1MB (1024K) for each concurrent backup. In single volume and
serial mode, this is the maximum region required. If the COMPRESS= operand is used to request
FDR software compression, add another 1MB for compress buffers for a total of 2MB; however, FDR
software compression is recommended only for backups to disk and backups to tape drives attached
via parallel (bus/tag) channels.

For Attach Mode, multiply the region requirement by the number of concurrent backups (the number
of unique tape drives in the JCL).

Memory used by FDR is below the 16MB line. FDR always uses the exact memory it requires for a
given function, no matter what REGION= value is specified. So, if the region is too small, FDR will
fail; if it is too large, FDR will not use the excess. For this reason, you may want to specify
REGION=0M in FDR JCL to request the largest available below the line region.

The dump can be instructed to compress the data on the sequential backup file using Innovation's
own proprietary software compression algorithm. This option will decrease the number of bytes
transferred to the backup file. The compressed file will usually be 20 to 50% smaller than an
uncompressed file. However, the CPU time used to dump the disk will increase substantially.

Software compression is recommended for backups to sequential disk files (to reduce the size of the
backup file) and to tape attached by parallel (bus/tag) channels (to improve performance by reducing
the data to be sent over the relatively slow channel). It is not recommended for backups to tape
attached by ESCON channels because of the speed of the channel.

NOTE: FDR restore, including SAR, will automatically recognize a compressed backup file
during arestore operation. No special option is restore a compressed backup.

FDR has an option to create a duplicate or second copy of the backup tape during dump processing.
When several volumes are dumped duplicate backup files may be made for one or more of the disks
regardless of the others.

While dumping a disk to a TAPEx DD statement, the duplicate backup will be written to the TAPEXx
DD statement (same “x” value twice) if it is present. You may have TAPExx DDs for some TAPEX
DDs and not for others in the same step.

Memory requirements do not increase with the use of the duplicate tape option.

CONTINUED ...
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Complete details on the security options of the FDR system are found in Section 90 "Security
Options".

WARNING: by default no security checks are done for FDR operations, with the exception of
afew checks done by operating system components. In general thereis no security for FDR
operations unless you enable FDR security checking via the ALLCALL option in the FDR
Global Option Table as described in Section 90 “Security Options”.

If your security system is RACF, or another security system that supports the SAF (Security
Authorization Facility) interface such as ACF2 or TOP SECRET, you can enable the ALLCALL
option. For FDR this results in these security checks:

e for DUMP, FDR will check to see if your userid has at least READ authority to the entire input
volume; under RACF this means that you are authorized to the input volume serial under the
DASDVOL security class (other security systems have similar ways of defining volume
authority). If you do have this volume authority, no additional checks are done on that input
volume. If you do not have volume authority or the input volume is not protected by your security
system, then FDR will check if you have at least READ authority under the DATASET security
class to every data set being backed up. If you don't have authority to the entire volume or
authority to every data set on the volume, the backup is terminated.

o for RESTORE, FDR will check to see if your userid has UPDATE authority to the entire output
volume under the DASDVOL class. If not, the restore is terminated. But if the output volume is
not protected by your security system, the restore will be done with no additional security
checks. For this reason, Innovation recommends defining volume-level security rules to control
full-volume restores.

e for COPY, FDR will do the DUMP checks above on input volumes and the RESTORE checks
above on output volumes.

You can request, via the DSNENQ= operand, that each data set being dumped or copied be tested
to see if it is in use. A data set is considered in use if any job or TSO user has a DD statement or
dynamic allocation for that data set name.

In-use data sets are tested by doing an exclusive ENQ with a major name of SYSDSN and a minor
name of the data set name itself, for each data set found in the VTOC of the input disk; this resource
will be enqueued by any other task allocating the data set so our ENQ will fail if it is in use. Note
that FDR cannot tell if the data set is being used for input or output by the other task. It also cannot
tell what volume an active data set is on, so FDR will think a data set on one volume is active even
if a data set by the same name on another volume is really the active one; these are MVS
limitations.

If you have requested data set ENQs, any data set that is in use will cause a FDR158 warning
message to be printed; this will set the job error flag and will cause a U0888 abend when the step
is complete (see “Step Termination” below). If you don’t want in-use data sets to be considered an
error, specify the ENQERR=NO operand; this prints the FDR158 message without setting the error
flag.

Optionally you can request that inactive data sets be enqueued to FDR during the backup, to insure
that no other job or TSO user can access the data set until the backup is done.

In-use data sets will still be dumped or copied, since this is a full-volume operation, but you must
be aware that the backups of data sets which are being updated during the backup may be
unusable, depending on the nature and format of the data.

CONTINUED ...
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The DSNENQ= operand has 4 possible values:

USE -- data sets will be enqueued for the duration of the backup or copy from this disk volume.
For data sets that are active, a FDR158 warning message is issued and the data set is not
enqueued. This is the most frequently used option.

TEST -- data sets will only be tested to see if they are enqueued to another task at the time that
the backup or copy from this volume starts. For data sets that are active, a FDR158 warning
message is issued. The data set will not be enqueued and other tasks may enqueue it and
possibly update it while the dump is proceeding.

HAVE -- The data sets will be enqueued for the duration of the dump. If a data set is in use, the
MVS operator must interact with FDR to decide how to proceed; a message (FDRW27) is issued
to the MVS console, and the operator can respond:

WAIT - wait for the data set to become available; if it is not eventually dequeued, the FDR job may
time out, so the operator must not reply WAIT for data sets in use by long-running jobs or tasks
such as transaction processing systems like CICS.

NOWAIT - do not enqueue the data set. The FDR158 warning message is issued.
RETRY - try the enqueue again. If it fails again, the FDRW27 message is reissued.
NONE -- No data set ENQ will be issued. This is the default.
NOTE: If a data set name appears in a DD statement with DISP=SHR within the FDR job (not
necessarily in the FDR step, FDR will change the scheduler enqueue for the data set to

EXCLUSIVE (DISP=0OLD). The data set may be unavailable to other tasks until the FDR job
ends.

CAUTION: This option should not be used on shared DASD unless a cross-system enqueue
facility such as GRS or MIM is available and the SYSDSN QNAME is broadcast across
systems. Without this capability, FDR can only determine what data sets are active on the
system FDR is running on.

There is no option to ENQ data sets during a full-volume restore.

Use DSNENQ= to prevent other tasks from updating (or reading) data sets being dumped. Member
ENQ in the FDR ICL (Installation Control Library) has more information on data set ENQs.

CONTINUED ...
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FDR also supports, via the ENQ= operand, an ENQ on the VTOC of every volume being dumped,
restored, or copied. For shared DASD, it can also invoke a hardware RESERVE on the volume
during the FDR operation.

The VTOC is protected by an ENQ with major name SYSVTOC and a minor name of the volume
serial. This ENQ is held by any task doing updates to the VTOC, including allocation of new data
sets, extension of data sets to new extents, and scratching of existing data sets. This ENQ is
normally short duration, just for the few seconds necessary to update the VTOC, so if the ENQ is
currently held by another task, FDR will wait for it to be released.

The SYSVTOC ENQ does not prevent access to existing data sets on the volume; it only insures
that no other task is updating the VTOC while FDR is processing it. VTOC changes during a backup
or copy could result in an invalid backup.

For disks shared with another MVS system or LPAR, ENQ=RESERVE requests that, in addition to
the ENQ described above, a hardware RESERVE is done on the volume. RESERVE will prevent
any system from reading or writing data on the volume, except for the system that FDR is running
on, where only the ENQ protection applies. If you have a cross-CPU ENQ facility, such as GRS or
MIM, you may be able to convert the RESERVE into a cross-CPU SYSVTOC ENQ and allow
access to the volume during the operation (lookup SYSVTOC in the documentation for your
product).

Use ENQ= to prevent other tasks from making changes to the VTOC during the backup or restore.
For FDR backups and copies, since they do not modify the input disk volume, DSNENQ= (above)
is usually more important than ENQ=. Member ENQ in the FDR ICL (Installation Control Library)
has more information on VTOC ENQs

If no errors occur during the execution of FDR, the FDR jobstep will end with condition code 0 (zero).

If errors do occur, they are generally indicated by a error message; occasionally they are indicated
only by a user ABEND (Uxxxx). Depending on the nature of the error, the step may end one of
several ways:

® Some errors are critical. The jobstep ends immediately with a user ABEND.

® Some errors are critical only to a particular operation. For example, during a backup, some
errors cause the backup of a particular disk to terminate immediately, but FDR may continue and
attempt to backup other disks requested in the same step.

® Some errors are non-critical and the messages are warnings only. FDR will complete the
current operation.

For the last 2 conditions above, a flag is set indicating that a non-terminating error occurred. At step
termination, it tests the flag; if it is on, the step will terminate with a U0888 abend to call your
attention to the errors. Remember that a U0888 indicates that some or all of the functions you
requested did complete but you must examine the error messages to determine the impact of the
errors.

If you prefer not to get a U0O888 abend on a non-terminating error, the FDRCC option in the FDR
Global Option Table can change it to a non-zero return code of your choice (see Section 90).

CONTINUED ...
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TAPE VTOC  Utility program FDRABRP, the ABR report program, is distributed to customers who are licensed
LISTING only for FDR. Even if ABR is not licensed, you can still execute the FDRABRP “PRINT TVTOC”

function. PRINT TVTOC (Tape VTOC) will list information about all of the data sets on a FDR, DSF,
ABR or SAR backup (tape or disk); this can be useful when locating backups or pre-allocating data
sets. This listing can be in IEHLIST LISTVTOC format or ABR VTOC format; for ICF VSAM clusters,
a simulated IDCAMS LISTCAT report can also be produced. PRINT TVTOC requires only the
control data (extracted VTOC and VVDS records) recorded at the very beginning of the backup, so
it takes only a few seconds. Details can be found in Sections 53.03 (FDRABRP JCL), 53.10 (PRINT
TVTOC command), and 53.13 (Example). Other functions of FDRABRP are disabled for non-ABR
customers.

FDREPORT, the FDR generalized reporting program, is also capable of reporting on the DASD data
sets in a FDR backup data set. FDREPORT allows you to report on hundreds of attributes of those
data sets in a format you specify. FDREPORT is not included with FDR-only licenses, but if you are
licensed for ABR, or you have licensed FDREPORT as a separate product, it can be used on
backups created by all FDR components.
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To execute FDR, the following JCL statements are required.

If FDR is not in the system linklist, specifies the program library in which FDR resides. The library
must be APF authorized.

Specifies the program name (PGM=FDR), region requirement (REGION=, see Section 10.02), and
optional PARM= operand. The PARM options are a shortcut way of specifying the FDR operation
to be performed; PARM values are:

1. no PARM -- FDR will process as specified by the DUMP, RESTORE or COPY command in the
SYSIN data set. If there is no PARM field and no SYSIN data set, FDR will act as if PARM=D
was specified; however, there is an option in the FDR Global Option Table to cause a failure if
no PARM and no SYSIN are present, to avoid unintentional backups.

2. PARM=D -- FDR will dump all disks for which a pair of DISKx, TAPEx DD statements appear.
Dumping will occur sequentially, in DISK DD statement order. This is the Single Disk Mode or
Serial Mode described in Section 10.02.

3. PARM=A -- FDR will dump concurrently all disks for which a triplet of DISKx, TAPEX, SYSPRINx
DD statements appear. This is the same as ATTACH option on the DUMP statement (Section
10.04). FDR will serialize dumps to TAPEx DD cards that specify the same tape drive. A maxi-
mum of thirty TAPEx DDs may be specified but they may not point to more than 9 unique tape
units. This is the Attach Mode described in Section 10.02.

4. PARM=R -- FDR will restore to all DISKx and TAPEX pairs, copying the volume serial from the
backup.

5. PARM=N -- FDR will restore to all DISKx and TAPEX pairs, retaining the volume serial of the out-
put volume.

NOTE: Full volume restores are always run serially. Submit a separate job for each volume
you want to restore concurrently.

The PARM field may also contain an FDR DUMP, RESTORE, or COPY statement, for example,
PARM="'DUMP TYPE=FDR,DSNENQ=USE"

It will be processed as if read from SYSIN; no SYSIN DD is required.

If FDR is invoked from another program, you can pass control statements using IBM's convention
for passing data from the PARM field; contact Innovation for assistance if you wish to do this.

Specifies the output message data set. It must be present and is usually a SYSOUT data set but it
may be assigned to disk or tape, this DD must specify DISP=MOD. DCB characteristics are
RECFM=FBA and LRECL=121; the blocksize will default to 1210 on disk or tape.

Specifies the output data set for messages related to the matching DISKx when the ATTACH option
or COPY statement is used (see SYSPRINT for details). Must be present if PARM=A, ATTACH or
COPY is used but it is not used without them. It is usually a SYSOUT data set but if is it assigned
to a data set on tape or disk, this DD must specify DISP=MOD. DCB characteristics are
RECFM=FBA and LRECL=121; the blocksize will default to 1210 on disk or tape.

Specifies the abend data set. Usually a SYSOUT data set. A SYSUDUMP DD statement should
always be included to assist in error diagnosis. If you have the ABEND-AID product from
COMPUWARE also include the following so that a fully-formatted dump is produced:

//ABNLIGNR DD DUMMY
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DISKx DD For DUMP or COPY, specifies the input disk volume. For RESTORE, specifies the disk volume
STATEMENT whose contents will be replaced.

The format will be:
//D1SKA1 DD UNIT=unitname,VOL=SER=volser,DISP=0LD

"unitname" is either a generic name, such as 3390, or an esoteric name assigned during your 1/O
configuration, such as DISK or SYSALLDA, and "volser" is the volume serial assigned of the disk
volume (if an esoteric unit name is used, the volume serial must be mounted on a disk unit which
is part of that esoteric). Only a single disk volume serial may be specified. You may use either
DISP=0OLD or DISP=SHR; it makes no difference.

“X” may be any single alphabetic (A-Z), numeric (0-9) or national (@ # $ in the US) character and
must have a corresponding TAPEXx statement, so there can be a maximum of 39 DISKx DDs.
Processing will proceed for as many pairs of DISKx/TAPEX statements as are present, in the order
that the DISKx DDs are present in the FDR JCL. If DUMMY is specified, this DD statement will be
ignored.

TAPEx DD Used to specify the output data set for DUMP, the input data set for RESTORE and the output disk
STATEMENT volume for COPY. “x” may be any single alphabetic (A-Z), numeric (0-9) or national (@ # $ in the
US) character. Multiple TAPEXx DD statements may be present in the FDR step JCL; a unique value
for 'X' must be used for each of them (e.g., TAPEL, TAPEZ2, etc.). There must be a TAPEXx for each

DISKYX; if you code one or the other, not both, it will be ignored.

For DUMP Operations:

Specifies a tape or sequential disk data set to which the backup will be written. You must provide
a TAPEx DD statement for each volume to be backed up in this step; the TAPEx DD will receive
the backup of the volume specified by DISKx. If PARM=A or ATTACH is specified, FDR will attempt
to attach that many concurrent backup subtasks, but may postpone some of them if it detects that
they require a tape drive in use by another backup (see the notes on UNIT=AFF and VOL=REF
below). Up to 39 TAPEx DDs may be present but they must not point to more than 9 unique tape
units.

DUMMY is supported, for testing purposes only. The disk will be read, but the backup data will be
discarded.

You must provide all the JCL parameters required to allocate and catalog the backup data set on
disk or tape, which may include some or all of: DSN=, UNIT=, VOL=, SPACE=, and
DISP=(NEW,CATLG). For tape, a volume count should be specified since the default is only 5 tape
volumes, e.g., VOL=(,,,255).

CONTINUED ...
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TAPEx DD DCB parameters are not required and should be omitted. However, tape unit hardware compaction
STATEMENT (sometimes called IDRC), available on most tape cartridge drives) can be requested by adding
(continued) DCB=TRTCH=COMP to your DD statement; Tape hardware compaction may be the default
depending on local MVS options. For tapes attached by ESCON channels, Innovation recommends
use of tape hardware compaction instead of FDR software compression (the COMPRESS= option).

Examples: //TAPE1 DD DSN=PROD.MVS001.BACKUP1,UNIT=TAPE,

/7 vOL=(,,,255),DISP=(NEW,CATLG)
//TAPE2 DD DSN=PROD.MVSO002.BACKUP2,UNIT=DISK,
/7 SPACE=(CYL, (500,100) ,RLSE),DISP=(,CATLG)

For tape backups, UNIT=AFF or VOL=REF may be specified, referencing another TAPEx DD
statement, to reduce the number of tape drives used in the step. UNIT=AFF=TAPEXx will cause MVS
to allocate the same tape drive for both DD statements, but will call for separate output tapes when
each DD is opened. VOL=REF=*"TAPEx with LABEL=n can be used to stack multiple backup files
on the same tape, providing more complete utilization of the tape volumes (which may be important
as new technology increases tape volume capacity). FDR will automatically recognize that multiple
TAPEXx DDs point to the same tape drive and will serialize operations on that drive so that only one
backup is directed to that drive at a time.

Examples://*% The following creates 2 backups on 2 different
//% tape volumes using the same tape drive. This may not
//% fully utilize the tape volumes but will allow for
//% concurrent restores from these backups.
//TAPE1 DD DSN=PROD .MVS001.BACKUP1,UNIT=TAPE,

!/ VOoL=(,,,255) ,DISP=(NEW,CATLG)
//TAPE2 DD DSN=PROD.MVS002.BACKUP2,UNIT=AFF=TAPE1,
/7 VOoL=(,,,255) ,DISP=(NEW,CATLG)

//% The following creates a multi-file (and possibly
//*% multi-volume) tape containing 3 backups.
//TAPE3 DD DSN=PROD.MVS003.BACKUP3,UNIT=TAPE,

/7 vOL=(,,,255) ,DISP=(NEW,CATLG)
//TAPE4 DD DSN=PROD.MVS004.BACKUP4,6 LABEL=2,
/7 VOL=REF=%.TAPE3 ,DISP=(NEW,CATLG)
//TAPE5 DD DSN=PROD.MVSQ05.BACKUPS5,LABEL=3,
/7 VOL=REF=X%.TAPE4 ,DISP=(NEW,CATLG)

For RESTORE Operations:

Specifies a backup data set on tape or disk from which the data is to be restored. The backup must,
of course, be a full-volume backup created by FDR, ABR or SAR. You may include multiple TAPEx
DD statements in order to restore multiple Open System volumes. The corresponding DISKx DD
statement is required to define which backup is to be restored to which volume.

Example: //TAPE1 DD DSN=PROD.BACKUP1,DISP=0LD

If the backup data set is not cataloged, you must specify a valid UNIT= and VOL=SER= specifying
all volumes containing the backup, in the right order. LABEL=n may also be required if the backup
is not file 1 on the tape.

For COPY Operations:

Specifies the output disk volume and unit using the same format used for DISKx
Example: //TAPE1 DD UNIT=unitname,VOL=SER=volser,DISP=0LD

CONTINUED ...
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Specifies a second backup data set, using the same format documented for TAPEx (DUMP
operation) above. A backup identical to TAPEXx will be produced on TAPEXxx; the same data blocks
are written to both simultaneously. For example, if DISK®6 is being dumped to TAPES, the inclusion
of a TAPE66 DD statement will cause a second backup file to be produced.

On COPY operations, this is the only sequential backup of the DISKx volume (since TAPEX defines
the output disk volume).

TAPEXX is optional; if omitted, no duplicate backup is created; for COPY, no backup is created at alll.

Optional control statement data set. Usually an input stream or DD * data set. If SYSIN is allocated
with a disposition of NEW, FDR will ignore this data set, so the data set must either be an input
stream data set or an existing disk data set. If the control statement was provided on the EXEC
statement by PARM=, it can be DUMMY.

Warning: if you omit SYSIN or omit the DISP= parameter for a disk data set (which assumes
NEW), FDR will use only the PARM= option to define the operation to be performed. If that is
also omitted, it assumes D (DUMP); this may result in a backup being taken when you

intended a restore, overlaying the backups you wanted to restore. There is an option in the
FDR Global Option Table (on ISPF panel A.l.4.2) which causes FDR to fail if SYSIN is ignored.

CONTINUED ...
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DUMP TYPE=FDR ,DSNENQ=NONE|TEST|USE|HAVE
D
ATTACH ,ENQ=ON|OFF|RESERVE
,BUFNO=MAX]|nn ,ENQERR=NO

,COMPRESS=ALL|COPY1|COPY2 ,FORMAT=NEW|SPLIT

,DATA=ALL|USED ,MAXERR=nnnn

DUMP The DUMP statement requests a full-volume dump (backup) operation. It is optional (see PARM=
STATEMENT in Section 10.03) but if present must be the first and only statement input. Only one DUMP,
RESTORE or COPY statement is allowed per execution.

These operands will control the backup of each specified disk (DISKx DD statement) to its backup
data set (TAPEx DD statement). If a TAPExx DD is also present, a second duplicate copy of the
backup is written there. The backup data sets may be on tape or disk. The backups will proceed
for each valid DISKx/TAPEX pair in the JCL. If the ATTACH option is specified, a SYSPRINx DD is
also required, to separate messages for each concurrent dump subtask.

OPERANDS TYPE=FDR Specifies that a full volume dump is to be performed. It must be specified on the
DUMP Statement.

ATTACH Backups will proceed concurrently for all disks for which a triplet of DISKX,
TAPEX, SYSPRINx DD statements appear. However, backups to TAPEx DD
cards that specify the same tape drive will be automatically serialized. Up to 39
TAPEXx DDs may be specified, but they must not point to more than 9 unique
tape units (use UNIT=AFF= or VOL=REF= to reduce the number of allocated
drives). This is the same function as specified by using PARM=A as shown in
Section 10.03.

Default: each DISKx/TAPEX pair will be processed one at a time, in the order
that the DISKx DDs appear in the JCL.

-10-13 -



FDR DUMP STATEMENT 10.04

10.04 CONTINUED

BUFNO= specifies how many buffers will be used for dumping each disk volume. Each
buffer holds one disk track. The buffers acquired will be divided into 2 sets in
order to overlap input and output I/O operations; each disk I/O will read disk
tracks into one half of the buffers. Reducing the number of buffers will reduce
the amount of below-the-line storage required for each concurrent backup, but
will also reduce the efficiency of the backup and increase the elapsed time.
MAX — buffers sufficient to read 1 cylinder of the input disk are acquired. One
half cylinder (8 or 7 tracks for most devices) will be read in a single 1/0.
BUFNO=MAX uses a very efficient disk I/O technique, maximizing your backup
performance (no more than 2 1/0Os per cylinder)
nn - the specified number of buffers is acquired. The value may be from 1 to
16 but it will be rounded up to the next higher even number. Values over 16 are
treated as 16. Specifying a numeric value causes a less efficient disk I/O
technique to be used, impacting backup performance.

Default: MAX. Innovation recommends that you do not override the
default. However, BUFNO=2 will be forced when a backup data set is on disk.

COMPRESS= Controls the use of FDR software compression. Values for COMPRESS= are:
ALL -- the backup file for both copies (TAPEx and TAPEXX) is to be
compressed.

COPY1 -- only the backups on TAPEx DD statements will be compressed.
COPY2 -- only the backups on TAPExx DD statements will be compressed.
Add 1024K (1M) to the memory requirement per each concurrent dump subtask
when COMPRESS= is specified.

Default: backups will not be compressed..

COMPRESS is recommended for backups to disk files, and for tape backups to
tapes attached on parallel (bus/tag) channels. For tapes attached on ESCON
(serial fiber optic) channels, use of tape hardware compaction, e.g., IDRC,
usually results in better performance.

DATA= USED -- only the used portion of PS (physical sequential) and PO (partitioned,
PDS) data sets will be backed up. On most volumes, this will make the dump
run faster, but at the risk of not backing up all of the data if some data sets have
invalid last block pointers.

ALL -- all allocated tracks of all data sets will be backed up. You may need to
specify DATA=ALL if the data sets to be backed up include JES2 spool data
sets or CICS log data sets, since they usually do not have valid last block
pointers.

Default: ALL.

CONTINUED ...
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Specifies whether all of the data sets on the volume being dumped will be
ENQed. See “Data Set Enqueue Option” in Section 10.02 for more details.

If the ENQ fails, meaning that some other task has the data set enqueued, a
FDR158 warning message is issued for the data set but the data set will still be
dumped since this a full-volume backup. A successful ENQ will prevent any
other task from using the data set until the backup of that volume is complete.
The options for DSNENQ= are:

USE -- The data sets will be enqueued for the duration of the backup from this
disk volume. This is the most frequently used option.

TEST -- The data sets will only be tested to see if they are enqueued to another
task at the time that the dump from this volume starts.

HAVE -- The data sets will be enqueued for the duration of the backup from this
disk volume. If not available, a message (FDRW27) is issued to the MVS
operator. See "Data Set Enqueue Option" in section 10.02 for the valid
responses.

NONE -- No data set ENQ will be issued.

CAUTION: This option should not be used on shared DASD unless a
cross-system enqueue facility such as GRS or MIM is available and the
SYSDSN QNAME is broadcast across systems. Without this capability,
FDR can only determine what data sets are active on the system FDR is
running on.

Default: NONE.

Recommendation: use DSNENQ=USE if you want to be sure that no other task
uses the input data sets until the backup is complete.

Specifies whether an ENQ should be done on the VTOC of each disk volume
while it is being backed up. See “VTOC Enqueue Option” in Section 10.02 for
more details.

ON -- the VTOC of each disk volume will be ENQed during its backup. This ENQ
may be effective only on the system where the backup is executing; other
systems may still be able to update the VTOC.

RESERVE - in addition to the ENQ, a hardware RESERVE will be issued on
each disk volume during its backup. This is meaningful only on a system with
“shared DASD” where the disks can be accessed by another MVS system. On
the system where FDR is executing, an ENQ for (SYSVTOC,volser) is done, but
other systems will be unable to read or write any data on the volume.

OFF -- the VTOC will not be enqueued or reserved during the backup.

Default: OFF.

CONTINUED ...
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MAXERR=
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NO — If the DSNENQ= operand is used to request data set enqueues, an ENQ
failure (in-use data set) will not be considered an error (see “Step Termination”
in Section 10.02). Use ENQERR=NO if you want messages about active data
sets but want the step to terminate normally.

Default: a DSNENQ failure will be considered an error and will cause a
condition code or ABEND at step termination. This is to call attention to
the error.

Specifies the format of the sequential backup file.

NEW -- the backup will be created using a maximum of a 56K blocksize. A
block will contain the image of one or more tracks from the input disk.

SPLIT -- the backup will be created using a maximum blocksize of 32K. For
blocks that would be more than 32K, they are written as 2 blocks of 32K or less.
However, FORMAT=SPLIT causes use of a disk I/O technique which is

less efficient than that used by FORMAT=NEW, which will impact

backup performance.

WARNING: If you use a normal copy program (ex: IEBGENER) to copy a
backup file created with FORMAT=NEW, you will not get any error
messages, but the resulting tape will not be usable for arestore. Tapes in
the new format must only be copied with the INNOVATION provided tape
copy program (FDRTCOPY) or FATAR.

Default: NEW if backup on tape -- SPLIT if backup is on disk.

Specifies the number of tape or disk errors that are permitted prior to abending
the operation. MAXERR may specify a value from 1 to 9999 errors. Each error
will be indicated by a message and possible MINI DUMP.

WARNING: MAXERR over the default value may result in the loss of many
data sets. This option should only be used when necessary and with care.

Default: 20 errors.

CONTINUED ...
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FDR RESTORE STATEMENT

RESTORE TYPE=FDR ,MAXERR=nnnnn

R
,CONFMESS=YES|NO ,PROT=NONE
,CPYVOLID=NO|YES , SMSPROT=ALL|NONE
,ENQ=OFF|RESERVE ,VOLRESET=NO|YES

The RESTORE statement requests a full-volume restore operation. It is optional (see PARM=in
Section 10.03) but if present must be the first and only statement input. Only one DUMP, RESTORE
or COPY statement is allowed per execution.

These operands will control the restore of each specified backup data set (TAPEx DD statement)
to its output disk (DISKx DD statement). The backup must be a full-volume backup created by FDR,
ABR, or SAR.

A FDR RESTORE operation can restore from a backup of a DASD volume to a larger capacity
volume of the same DASD type (e.g., 3380-E to 3380-K or 3390-2 to 3390-3). If you want to restore
from a larger DASD (such as 3390-3) to a smaller device (3390-2) it is usually more convenient to
use COMPAKTOR (Section 40) or FDRDSF (Section 20). However, if you prefer to use RESTORE
TYPE=FDR and no data sets are allocated on tracks beyond the end of the smaller disk, you can
do so by specifying PROT=NONE.

TYPE=FDR Specifies that a full volume restore is to be performed. It must be specified on
the RESTORE statement.

CONFMESS= YES -- before beginning the restore, FDR will request confirmation viaa WTOR
(FDRWO01) message to which the MVS operator must reply.
NO -- suppresses the WTOR and begins the restore immediately.

Default: YES.

NOTE: CONFMESS=NO can be very useful at a disaster recovery site to avoid
full volume restores being delayed waiting for an operator response.
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CPYVOLID=

ENQ=

MAXERR=

FDR RESTORE STATEMENT 10.05

Specifies whether the volume serial number of the disk that was backed up will
be restored, if the existing volser of the output disk is different (if the serials are
the same, CPYVOLID is ignored).

YES -- volume serial number of the output volume will be replaced with the
original volume serial number of the disk which was dumped. This option can
also be specified by PARM=R on the JCL EXEC statement. If another online
volume has the same serial, the restored volume will be placed offline at the end
of the restore.

NO -- the volume serial number of the output volume will be retained. This
option can also be specified by PARM=N on the JCL EXEC statement. See the
VOLRESET= operand below.

Default: NO -- unless the volume being restored was SMS-managed, when
YES is forced.

Note: although full-volume FDR restore does not catalog any data sets, any
data sets which were cataloged to the original volume are automatically
cataloged to the new volume when restoring with CPYVOLID=YES. If you use
CPYVOLID=NO and do not later relabel the volume, data sets may need to be
manually recataloged.

VSAM/SMS WARNING: See the notes under VOLRESET=NO below.
CPYVOLID=YES is recommended for any volume containing a VVDS.

Specifies whether an ENQ should be done on the VTOC of each disk volume
during the restore. See “VTOC Engueue Option” in Section 10.02 for more
details.

RESERVE -a hardware RESERVE will be issued on each disk volume during
its restore. On the system where FDR is executing, an ENQ for
(SYSVTOC,volser) is done, but other systems will be unable to read or write
any data on the volume.

OFF -- the VTOC will not be enqueued or reserved during the restore.

Default: RESERVE.

Specifies the number of tape or disk errors that are permitted prior to abending
the operation. MAXERR may specify a value from 1 to 9999 errors. Each error
will be indicated by a message and possible MINI DUMP.

WARNING: MAXERR over the default value may result in the loss of many
data sets. This option should only be used when necessary and with care.

Default: 20 errors.

CONTINUED ...
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PROT=

SMSPROT=

FDR RESTORE STATEMENT 10.05

NONE -- FDR can only restore to volumes of the same type as the dumped disk
and normally requires that the output disk have the same or larger capacity
(number of cylinders) as the input disk, e.g., 3390-2 to 3390-2 or 3390-3.
PROT=NONE allows FDR to restore to a smaller disk of the same type, e.g.,
3390-3 to 3390-2. Do not specify PROT=NONE unless you need this function
since it also suppresses other validity checks.

WARNING: Since FDR always places data tracks in their original
locations, restore to a smaller disk will fail if the larger disk had data sets
allocated beyond the bounds of the smaller disk. Use COMPAKTOR to
convert such disks.

Default: all validity checks are done.

ALL -- enforces several rules when SMS-managed volumes are involved:
Backups of SMS-managed volumes can only be restored to SMS-managed
volumes, and non-SMS volumes only to non-SMS volumes. CPYVOLID=YES
is forced when an SMS-managed volume is restored.

NONE -- allows the restore of SMS-managed volumes to non-SMS volumes,
and vice versa. Also allows the restore of SMS volumes to new volsers if
CPYVOLID=NO is specified.

WARNING: SMSPROT=NONE should be used with caution. It will usually
be used at a disaster recovery site where arelPL of MVS will be done after
the restores, to place all volumes in the proper SMS status. See Section
70 for more details on restoring and moving SMS-managed volumes.

Default: ALL.

CONTINUED ...
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VOLRESET= When CPYVOLID=NO or PARM=N is specified or defaulted, and the volume
serial of the output disk is different from that of the original disk on the backup
data set, the backup is restored but the volume serial of the output volume is
retained. VOLRESET= controls additional processing relating to this change in
volume serials. VOLRESET is ignored if the volume serial of the output disk is
not being changed.

YES -- the volume serials that are part of the data set names of the VTOC Index
(“SYS1.VTOCIX.volser”) and the ABR model DSCB (usually
“FDRABR.Vvolser”) are checked to see if they match the input volume serial
(the volume backed up). If so, they are renamed to match the volser of the
output disk. Also, the DSCB field DS1DSSN (data set serial number, usually the
volser of the first or only volume of the data set) for every data set on the volume
will be changed to the new volume serial if the existing value matched the
original volume serial. VOLRESET=YES should be used with CPYVOLID=NO
when you intend to permanently retain the volume serial of the output disk.
Note that data sets on the volume will not be recataloged to the new volume
serial.

NO -- do not rename the VTOCIX and ABR model DSCB, and do not change
DS1DSSN fields. VOLRESET=NO should be used with CPYVOLID=NO if you
plan to eventually relabel the disk back to the original volume serial.

NOTE: If an volume initialized for ABR is restored, FDR will reset the ABR
model DSCB to force a full volume dump on the next execution of ABR volume
backup, unless VOLRESET=NO is specified.

VSAM/SMS WARNING: FDR will not rename the VVDS, since the VVDS
and the catalogs contain self-defining records that would also need
resetting. If a volume containing VSAM clusters or SMS-managed data
sets is restored with CPYVOLID=NO, the data sets will be inaccessible
unless the volume is relabeled to the original serial number.
CPYVOLID=YES is recommended for any volume containing a VVDS, but
if it is necessary to restore the volume under a temporary volser, use
CPYVOLID=NO and VOLRESET=NO and relabel the volume with ICKDSF
later.

Default: YES but it is ignored if CPYVOLID=YES (or PARM=R) is also specified.

CONTINUED ...
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FDR COPY STATEMENT

COPY TYPE=FDR ,ENQ=OFF|RESERVE
,COMPRESS=COPY2 ,MAXERR=nnnnn
,CONFMESS=YES|NO ,PROT=NONE
,CPYVOLID=NO|YES , SMSPROT=ALL|NONE
,DATA=ALL|USED ,VOLRESET=NO|YES

,DSNENQ=NONE|TEST|USE|HAVE

The COPY statement requests a full-volume disk-to-disk copy. It is required if a copy is to be
performed and must be the first and only statement input. Only one DUMP, RESTORE or COPY
statement is allowed per execution. Each disk volume specified by a DISKx DD statement will be
copied to the disk volume specified by the matching TAPEx DD statement; TAPEx must point to the
same type of disk (e.g., 3390) as DISKx. If a TAPExx DD statement is also specified, FDR will also
create a backup of DISKx.

A COPY is essentially a DUMP and a RESTORE in separate subtasks under FDR, so most options
documented for DUMP and RESTORE in the preceding sections apply. The backup data created
by the DUMP subtask is passed directly to the RESTORE subtask. No backup data set is created
unless you provide a TAPExx DD statement to create a backup as well as doing the copy (see
Section 10.03).

NOTE: A SYSPRINx DD statement is required matching DISKx/TAPEX pair. This print data set
will record the messages from the dump of the DISKx volume. The SYSPRINT data set will
record the messages from the restore to the TAPEX volume.

A FDR COPY operation can copy from a DASD volume to a larger capacity volume of the same
DASD type (e.g., 3380-E to 3380-K or 3390-2 to 3390-3). If you want to copy from a larger DASD
(such as 3390-3) to a smaller device (3390-2) it is usually more convenient to use COMPAKTOR
(Section 40) or FDRCOPY (Section 21). However, if you prefer to use COPY TYPE=FDR and no
data sets are allocated on tracks beyond the end of the smaller disk, you can do so by specifying
PROT=NONE.

TYPE=FDR Indicates that the entire volume is to be copied. Must be specified.

COMPRESS= Controls the use of FDR software compression. COMPRESS is valid only if you
have a TAPExx DD statement to create a backup of the input disk while
copying. Values for COMPRESS= are:

COPY2 -- the backups on TAPExx DD statements will be compressed.
Add 1024K (1M) to the memory requirement when COMPRESS= is specified.

Default: backups will not be compressed..

COMPRESS is recommended for backups to disk files, and for tape backups to
tapes attached on parallel (bus/tag) channels. For tapes attached on ESCON
(serial fiber optic) channels, use of tape hardware compaction, e.g., IDRC,
usually results in better performance.
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YES -- before beginning the copy, FDR will request confirmation via a WTOR
message (FDRWO01) to which the MVS operator must reply.
NO -- suppress the WTOR and begin the copy immediately.

Default: YES.

Specifies whether the volume serial number of the input disk will be copied to
the output disk

YES -- volume serial number of the output volume will be replaced with the
volume serial number of the input disk. The output volume will be placed offline
at the end of the copy.

NO -- the volume serial number of the output volume will be retained. See the
VOLRESET= operand below.

Default: NO -- unless the volume being copied was SMS-managed, when YES
is forced.

Note: although full-volume FDR copy does not catalog any data sets, any data
sets which were cataloged to the original volume are automatically cataloged to
the new volume when copying with CPYVOLID=YES. If you use
CPYVOLID=NO and do not later relabel the volume, data sets may need to be
manually recataloged.

VSAM/SMS WARNING: See the notes under VOLRESET=NO below.
CPYVOLID=YES is recommended for any volume containing a VVDS.

USED -- only the used portion of PS (physical sequential) and PO (partitioned,
PDS) data sets will be copied. On most volumes, this will make the copy run
faster, but at the risk of not copying all of the data if data sets have invalid last
block pointers.

ALL - all allocated tracks of all data sets will be copied.

Default: ALL.

CONTINUED ...
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ENQ=
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Specifies whether all of the data sets on the input volume will be ENQed. See
“Data Set Enqueue Option” in Section 10.02 for more details.

If the ENQ fails, meaning that some other task has the data set enqueued, a
warning message is issued for the data set but the data set will still be copied
since this a full-volume copy. A successful ENQ will prevent any other task from
using the data set until the copy of that volume is complete. The options for
DSNENQ= are:

USE -- The data sets will be enqueued for the duration of the copy from this disk
volume. This is the most frequently used option.

TEST -- The data sets will only be tested to see if they are enqueued to another
task at the time that the copy from this volume starts.

HAVE -- The data sets will be enqueued for the duration of the copy. If not
available, a message (FDRW27) is issued to the MVS operator, who can
respond:

WAIT (wait for the data set to become available)
NOWAIT (do not enqueue the data set)
RETRY (try the enqueue again)

NONE -- No data set ENQ will be issued.

CAUTION: This option should not be used on shared DASD unless a
cross-system enqueue facility such as GRS or MIM is available and the
SYSDSN QNAME is broadcast across systems. Without this capability,
FDR can only determine what data sets are active on the system FDR is
running on.

Default: NONE.

Specifies whether an ENQ should be done on the VTOC of each input and
output disk volume during the copy. See “VTOC Enqueue Option” in Section
10.02 for more details.

ON -- the VTOC of only the disk volume will be ENQed during the copy. This
ENQ may be effective only on the system where the backup is executing; other
systems may still be able to update the VTOC.

RESERVE — an ENQ and a hardware RESERVE will be issued on both the
input and output volumes during the copy. This is meaningful only on a system
with “shared DASD” where the disks can be accessed by another MVS system.
On the system where FDR is executing, an ENQ for (SYSVTOC,volser) is done,
but other systems will be unable to read or write any data on the volume.

OFF -- the VTOC will not be enqueued or reserved during the backup.

Default: OFF (no ENQ) on the input volume and RESERVE on the output
volume.

CONTINUED ...
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Specifies the number of tape or disk errors that are permitted prior to abending
the operation. MAXERR may specify a value from 1 to 9999 errors. Each error
will be indicated by a message and possible MINI DUMP.

WARNING: MAXERR over the default value may result in the loss of many
data sets. This option should only be used when necessary and with care.

Default: 20 errors.

NONE -- FDR can only copy to volumes of the same type as the dumped disk
and normally requires that the output disk have the same or larger capacity
(number of cylinders) as the input disk, e.g., 3390-2 to 3390-2 or 3390-3.
PROT=NONE allows FDR to copy to a smaller disk of the same type, e.g.,
3390-3 to 3390-2. Do not specify PROT=NONE unless you need this function
since it also suppresses other validity checks.

WARNING: Since FDR always places data tracks in their original
locations, copy to a smaller disk will fail if the larger disk had data sets
allocated beyond the bounds of the smaller disk. Use COMPAKTOR to
convert such disks.

Default: all validity checks are done.

ALL -- enforces several rules when SMS-managed volumes are involved: SMS-
managed volumes can only be copied to SMS-managed volumes, and non-
SMS volumes only to non-SMS volumes. CPYVOLID=YES is forced when an
SMS-managed volume is copied.

NONE -- allows the copy of SMS-managed volumes to non-SMS volumes, and
vice versa. Also allows the copy of SMS volumes to new volsers if
CPYVOLID=NO is specified.

WARNING: SMSPROT=NONE should be used with caution. If used, it may
be necessary to relPL or restart SMS before the new volume location is
recognized. See Section 70 for more details on restoring and moving
SMS-managed volumes.

Default: ALL.

CONTINUED ...
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VOLRESET= When CPYVOLID=NO is specified or defaulted, the input disk is copied but the
volume serial of the output disk is retained. VOLRESET= controls additional
processing relating to this change in volume serials.

YES -- the volume serials that are part of the data set names of the VTOC Index
("SYS1.VTOCIX.volser”) and the ABR model DSCB (usually
“FDRABR.Vvolser”) are checked to see if they match the input volume. If so,
they are renamed to match the volser of the output disk. Also, the DSCB field
DS1DSSN (data set serial number, usually the volser of the first or only volume
of the data set) for every data set on the volume will be changed to the new
volume serial if the existing value matched the original volume serial.
VOLRESET=YES should be used with CPYVOLID=NO when you intend to
permanently retain the volume serial of the output disk. Note that data sets on
the volume will not be recataloged to the new volume serial.

NO -- do not rename the VTOCIX and ABR model DSCB, and do not change
DS1DSSN fields. VOLRESET=NO should be used with CPYVOLID=NO if you
plan to eventually place the original disk offline and relabel the output disk back
to the input volume serial.

NOTE: If an volume initialized for ABR is copied, FDR will reset the ABR model
DSCB to force a full volume dump on the next execution of ABR volume backup,
unless VOLRESET=NO is specified.

VSAM/SMS WARNING: FDR will not rename the VVDS, since the VVDS
and the catalogs contain self-defining records that would also need
resetting. If a volume containing VSAM clusters or SMS-managed data
sets is copied with CPYVOLID=NO, the data sets will be inaccessible
unless the volume is relabeled to the original serial number.
CPYVOLID=YES is recommended for any volume containing a VVDS,
but if it is necessary to copy the volume under a temporary volser, use
CPYVOLID=NO and VOLRESET=NO and relabel the volume with
ICKDSF later.

Default: YES but it is ignored if CPYVOLID=YES is specified.

CONTINUED ...
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FDR DUMP EXAMPLES 10.10
FDR DUMP EXAMPLES

The examples in the sections 10.10-10.12 illustrate usage of FDR and some of the FDR options.
JOB statements are not shown. If FDR is not in the system linklist, you will need to add a JOBLIB
or STEPLIB DD statement pointing to the FDR program library.

Note that FDR determines the type of disk being processed from the UCB for the disk device, not
from the UNIT= JCL parameter. Any UNIT= value which will allocate the disk volumes to be
processed can be used.

Dump a 3380 disk volume to 3480 tape cartridges. Since the backup will probably take more than
one cartridge, 2 3480 tape drives are assigned via “UNIT=(3480,2)" so that the backup will not have
to wait for a cartridge to be rewound and a new cartridge mounted. FDR software compression is
used to improve performance of the relatively slow parallel tape channel.

/ /DUMP EXEC PGM=FDR,REGION=2M
//SYSPRINT DD SYSOUT=x
//SYSUDUMP DD SYSOUT=%
//D1SK1 DD UNIT=3380,DI1SP=0LD,VOL=SER=123456
//TAPE1 DD UNIT=(3480,2) ,DSN=BACKUP.V123456,
/7 DISP=(,CATLG),vOL=(,,,20)
//SYSIN DD X
DUMP TYPE=FDR,COMPRESS=ALL

Dump a 3390 disk volume to tape, making two backup copies. FDR will attempt to ENQ all data
sets being dumped; if the ENQ fails, a warning is issued but the data set is still backed up. The step
will end with a U0888 abend if any ENQ failures occur, to draw attention to the messages; if you
don’t want the abend if the only error is the active datasets, add the operand “ENQERR=NQO".

/ /DUMP EXEC PGM=FDR,REGION=2M
//SYSPRINT DD SYSOUT=%
//SYSUDUMP DD SYSOUT=x%
//DISKA DD UNIT=3390,DISP=0LD,VOL=SER=D33901
//TAPEA DD UNIT=TAPE,DSN=BACKUP.COPY1,DISP=(,KEEP)
//TAPEAA DD UNIT=TAPE,DSN=BACKUP.COPY2,DISP=(,KEEP)
//SYSIN DD *

DUMP TYPE=FDR,DSNENQ=USE

Dump three 3380 disk volumes sequentially to tape. Only one physical tape drive is used. The
backups will be piggy-backed as three consecutive files on one or more tape volumes. For PS and
PO datasets, only the used tracks will be dumped; for all other data set types, all allocated tracks
will be dumped.

/ /DUMP EXEC PGM=FDR,REGION=1M
//SYSPRINT DD SYSOUT=x
//SYSUDUMP DD SYSOUT=x%
//D1SK3 DD UNIT=DISK,DISP=0LD,VOL=SER=TS0001
//TAPE3 DD UNIT=TAPE,DSN=BACKUP.VTS0001,DISP=(,KEEP)
//D1SK7 DD UNIT=DISK,DISP=0LD,VOL=SER=TS0002
//TAPE7 DD DSN=BACKUP.VTS0002,DISP=(,KEEP),
/7 VOL=REF=X.TAPE3, LABEL=2
//D1SK9 DD UNIT=DISK,DISP=0LD,VOL=SER=TS0003
//TAPE9 DD DSN=BACKUP .VTS0003,DISP=(,KEEP),
/7 VOL=REF=X.TAPE7,LABEL=3
//SYSIN DD *

DUMP TYPE=FDR,DATA=USED
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DUMP OF A Dump a 3390-3 to 3480 cartridges. A volume count must be specified since a backup of a 3390-3

3390-3 DASD may exceed the JCL default of 5 tape volumes (FDR may abend with S837 if the volume count is

VOLUME omitted). Since 3480 tape drives are attached by parallel channels, FDR compression is used to
reduce the amount of data to be sent over the tape channel and improve performance.

/ /DUMP EXEC PGM=FDR,REGION=2M
//SYSPRINT DD SYSOUT=x
//SYSUDUMP DD SYSOUT=x%
//D1SK1 DD UNIT=3390,DISP=0LD,VOL=SER=D3390A
//TAPE1 DD UNIT=3480,DISP=(,CATLG),
/7 DSN=BACKUP.D3390A,VOL=(,,,20)
//SYSIN DD *
DUMP TYPE=FDR,COMPRESS=ALL,DSNENQ=USE

DUMP Backup 3 disk volumes concurrently to 3490E cartridge drives. The disks may be a combination of
MULTIPLE 3390s and 3380s (or any other supported disk type). For one volume (333333), a duplicate backup
VOLUMES s created on another tape, so a total of 4 tape drives are required. If the 3490E drives are connected
CONCUR- via ESCON channels, FDR software compression (COMPRESS=) is not recommended; however,

RENTLY tape hardware compression is recommended. Hardware compression is requested by the
DCB=TRTCH=COMP parameter, but it may be the default in your installation.

/ /DUMP EXEC PGOM=FDR,REGION=0M
//SYSPRINT DD SYSOUT=%
//SYSUDUMP DD SYSOUT=x

//D1SK1 DD UNIT=SYSDA,DISP=0LD,VOL=SER=111111
//TAPE1 DD UNIT=3490,DSN=BACKUP.V111111,DISP=(,CATLG),
/7 voL=(,,,99),DCB=TRTCH=COMP
//SYSPRINA DD SYSOUT=x
//D1SK2 DD UNIT=SYSDA ,DISP=0LD,VOL=SER=222222
//TAPE?2 DD UNIT=3490,DSN=BACKUP.Vv222222,DISP=(,CATLG),
/7 voL=(,,,99),DCB=TRTCH=COMP
//SYSPRIN2 DD SYSOUT=x
//D1SK3 DD UNIT=SYSDA ,DISP=0LD,VOL=SER=333333
//TAPE3 DD UNIT=3490,DSN=BACKUP .V333333.COPY1,DISP=(,CATLG),
!/ voL=(,,,99),DCB=TRTCH=COMP
//TAPE33 DD UNIT=3490,DSN=BACKUP .V333333.COPY2,DISP=(,CATLG),
/7 voL=(,,,99),DCB=TRTCH=COMP
//SYSPRIN3 DD SYSOUT=x
//7SYSIN DD ES
DUMP TYPE=FDR,DSNENQ=USE,ATTACH

DUMP ONE Dump a 3390 disk volume to a 3590 (Magstar) tape cartridge using the 3590 hardware compression
VOLUME WITH feature. Since 3590s always attach via ESCON channels, you always want to use hardware
HARDWARE compression instead of FDR software compression (COMPRESS=). Hardware compression is the
COMPRESSION  default on 3590s, but DCB=TRTCH=COMP is specified to be sure it is used.

/ /DUMP EXEC PGM=FDR,REGION=1M
//SYSPRINT DD SYSOUT=%
//SYSUDUMP DD SYSOUT=x
//D1SK1 DD UNIT=3390,DISP=0LD,VOL=SER=ABR123
//TAPE1 DD UNIT=3590-1,DSN=BACKUP.V123456,DISP=(,CATLG),
/7 DCB=TRTCH=COMP
//SYSIN DD *
DUMP TYPE=FDR

CONTINUED ...
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DUMP WITH
RESERVE

COPY FDR
BACKUPS

Dump four disk volumes to two tape drives concurrently. Since the same tape volume and drive are
referenced by TAPE1 and TAPE2 (VOL=REF=), the disks DISK1 and DISK2 will be backed up as
separate files on that tape, one at a time. TAPEA and TAPEB refer to the same tape drive
(UNIT=AFF=) but each backup will request a new scratch tape and DISKA and DISKB will be backed
up, one at atime. Butthe ATTACH option allows a backup on one tape drive to execute concurrently
with the backup on the other drive, using internal subtasking. The disk volume VTOCs will be
ENQed and the disk devices reserved during the backup. The number of errors is set to 1, so that
any volume that encounters any 1/O error will terminate immediately.

/ /DUMP EXEC PGCM=FDR,REGCION=2M
//SYSPRINT DD SYSOUT=x
//SYSUDUMP DD SYSOUT=x
//D1SK1 DD UNIT=SYSALLDA,DISP=0LD,VOL=SER=SYSRES
//TAPE1 DD UNIT=TAPE ,DISP=(,CATLG) ,DSN=BACKUP.SYSRES
//SYSPRINA DD SYSOUT=x
//D1SK2 DD UNIT=SYSALLDA,DISP=0LD,VOL=SER=PAGEO01
//TAPE?2 DD VOL=REF=X.TAPE1,DISP=(,CATLG) ,DSN=BACKUP.PAGEO1,
/7 LABEL=2
//SYSPRIN2 DD SYSOUT=x
//DISKA DD UNIT=SYSALLDA,DISP=0LD,VOL=SER=PACKO01
//TAPEA DD UNIT=TAPE ,DISP=(,CATLG) ,DSN=BACKUP.PACKO"
//SYSPRINA DD SYSOUT=x
//DISKB DD UNIT=SYSALLDA,DISP=0LD,VOL=SER=MVS002
//TAPEB DD UNIT=AFF=TAPEA,DISP=(,CATLG) ,DSN=BACKUP .MVS002,
/7 LABEL=2
//SYSPRINB DD SYSOUT=x
//SYSIN DD b
DUMP TYPE=FDR,ENQ=RESERVE , MAXERR=1,ATTACH

Copy a FDR backup data set, creating an additional copy. FDR backups cannot be copied by
standard copy utilities, such as IEBGENER; such a copy may appear to complete
successfully but the copy will be unusable. FDRTCOPY is the tape copy utility provided with
FDR. Complete documentation on FDRTCOPY is in Section 60 of this manual. In this example, the
input backup (TAPEIN) could be any FDR or DSF backup on tape or disk and the output (TAPEOUT)
is on tape. You might want to use FDRTCOPY instead of using the duplication backup option of
FDR to reduce the number of tape drives required by FDR backups. You also might use
FDRTCOPY to create a third copy (or more).

//FDRTCOPY EXEC PGM=FDRTCOPY,REGION=2M
//SYSPRINT DD SYSOUT=x
//TAPEIN DD DSN=BACKUP .VMVS001.COPY1,DISP=0LD
//TAPEOQOUT DD DSN=BACKUP .VMVS001.COPY2 6 UNIT=TAPE,
/7 voL=(,,,20),DISP=(,CATLC)
//SYSIN DD B

CoPY
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Restore a 3390 and a 3380 volume, changing the existing volsers of the output disk volumes
(DATAO1 and DATABS8O) to the volsers of the volumes being restored (DATA12 and DATAS85); if the
original volume serials are still online, these output disks will be placed offline at the completion of
the restore. The backups are not cataloged, so the backup tape volume serials are provided on the
TAPEX DD statements. FDR will issue a WTOR to the MVS operator (message FDRWO01)
requesting permission to perform the restore.

//RESTORE EXEC PGM=FDR,REGION=1M
//SYSPRINT DD SYSOUT=%
//SYSUDUMP DD SYSOUT=x
//D1SK1 DD UNIT=3390,DISP=0LD,VOL=SER=DATAQ"1
//TAPE1 DD UNIT=TAPE,DSN=BACKUP.VDATA12,DISP=0LD,
/7 VOL=SER=(T00100,700110,700120,T00130)
//DISKA DD UNIT=3380,DISP=0LD,VOL=SER=DATAS80
//TAPEA DD UNIT=TAPE,DSN=BACKUP.VDATA85,DISP=0LD,
/7 VOL=SER=(T00200,7T00205,700235)
//SYSIN DD *

RESTORE TYPE=FDR,CPYVOL ID=YES

Restore a disk from a tape backup without changing the volume serial of the output disk volume.
The volume will be relabeled later to the volume serial of the volume which was dumped so
VOLRESET=NO specifies that FDR will not rename the VTOCIX or ABR model. Neither the backed-
up disk nor the target disk can be SMS-managed. FDR will issue a WTOR to the MVS operator
(message FDRWO01) requesting permission to perform the restore.

//RESTORE EXEC PGM=FDR,REGION=1M
//SYSPRINT DD SYSOUT=%
//SYSUDUMP DD SYSOUT=x
//D1SK1 DD UNIT=SYSDA,DISP=0LD,VOL=SER=ALTRES
//TAPE1 DD DSN=BACKUP.VMVSRES ,DISP=0LD
//SYSIN DD *

RESTORE TYPE=FDR,CPYVOLID=NO,VOLRESET=NO

Restore a SMS-managed disk from a backup tape. Since the backup tape indicates it is a backup
of a SMS-managed volume, the output volume must be marked as SMS-managed as well. Since a
full-volume restore of an SMS volume to a new volser would result in uncataloged data sets in
violation of SMS rules, CPYVOLID=YES is forced. FDR will not ask for operator permission; the
restore will begin immediately.

//RESTSMS EXEC PGM=FDR,REGION=1M
//SYSPRINT DD SYSOUT=x
//SYSUDUMP DD SYSOUT=%
//D1SK1 DD UNIT=DISK,DISP=0LD,VOL=SER=SMS001
//TAPE1 DD DSN=BACKUP .VSMS001,DISP=0LD
//SYSIN DD *

RESTORE TYPE=FDR,CONFMESS=NO
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CONTINUED

Convert a disk volume from a 3390-2 (2226 cylinders) to a 3390-3 (3339 cylinders), by restoring from
a backup of the 3390-2. The current volume serial of the 3390-3 (D3390A) will be changed to the
volume serial of the 3390-2 (D3390B). If the original volume is still mounted at the time of the restore,
then the new volume will automatically be placed offline at the end of the restore; at that time, the
original volume should be VARYed offline, and the new volume should be MOUNTed. Free space
will automatically be adjusted to include the additional cylinders. If the original volume had an
indexed VTOC, it must be rebuilt on the new volume (see next example).

//RESTORE EXEC PGM=FDR,REGION=1M
//SYSPRINT DD SYSOUT=x
//SYSUDUMP DD SYSOUT=x
//D1SK1 DD UNIT=3390,DISP=0LD,VOL=SER=D3390A
//TAPE1 DD DSN=BACKUP .D3390B,DISP=0LD
//SYSIN DD b

RESTORE TYPE=FDR,CPYVOLID=YES

Rebuild the indexed VTOC (VTOCIX) on any disk. This will be required after any FDR restore or
copy a disk to another disk with a different capacity (number of cylinders). It will also be required
after COMPAKTion to a new volume with CPYVOLID=YES, if the original volume serial was still
online at the time. This example assumes that the SYS1.VTOCIX.vvvvvv data set exists on the
volume but has been disabled.

//BUILDIX EXEC PGCM=ICKDSF
//SYSPRINT DD SYSOUT=x
//DI1SK1 DD UNIT=SYSALLDA,DISP=0LD,VOL=SER=PRODO1
//SYSIN DD ES
BUILDIX DDNAME (DI SK1) I XVTOC

CONTINUED ...
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FDR DISK COPY EXAMPLES

Copy a 3390 volume to another 3390 volume, creating a backup on tape at the same time.
CPYVOLID=NO and VOLRESET=YES are specified (but they are also the defaults) so the volume
serial of the disk being copied to will be retained and the VTOCIX and ABR Model DSCB will be
renamed to match the new volser. This is appropriate when you do not plan to eventually relabel the
output volume back to the volser of the input, however, VSAM clusters will become unusable. All
of the data sets on the volume being copied will be enqueued during the copy. Neither volume can
be SMS-managed.

//COPY EXEC PGM=FDR,REGION=1M
//7SYSPRINT DD SYSOUT=x
//SYSPRINA DD SYSOUT=x
//SYSUDUMP DD SYSOUT=x
//D1SK1 DD UNIT=3390,D1SP=0LD,VOL=SER=SYSRES
//TAPE" DD UNIT=3390,DI1SP=0LD,VOL=SER=DUPRES
//TAPE11 DD UNIT=TAPE,DISP=(,CATLG) ,DSN=SYSRES.BACKUP,VvOL=(,,,20)
//7SYSIN DD ES
COPY TYPE=FDR,DSNENQ=HAVE,CPYVOLID=NO,VOLRESET=YES

Copy a 3390 volume to another 3390 volume of the same size. The volume serial number of the
receiving volume will be changed to the volume being copied. The output volume will automatically
be set offline at the end of the restore. To replace the original with the copy, you must vary the
original volume offline on all systems, and vary on the new copy.

//COPY EXEC PGM=FDR,REGION=1M
//7SYSPRINT DD SYSOUT=%
//SYSPRINA DD SYSOUT=x%
//SYSUDUMP DD SYSOUT=%
//D1SK1 DD UNIT=3390,DISP=0LD,VOL=SER=DISK0"1
//TAPE1 DD UNIT=3390,DISP=0LD,VOL=SER=DI1SKO02
//SYSIN DD *
CoPY TYPE=FDR,CPYVOL ID=YES

Convert a 3390-2 (2226 cylinders) to a 3390-3 (3339 cylinders) volume, with a direct disk-to-disk
copy, creating a backup copy on 3490E cartridges as well. The volume serial of the 3390-3
(D3390A) will be changed to the volume serial of the 3390-2 (D3390B), and the new volume will
automatically be placed offline at the end of the copy. At that time, the original volume should be
VARYed offline, and the new volume should be MOUNTed. Free space will automatically be
adjusted to include the additional cylinders. If the original volume had an indexed VTOC, it must be
rebuilt on the new volume (See example in Section 10.11).

//COPY EXEC PGM=FDR,REGION=1M
//SYSPRINT DD SYSOUT=%
//SYSPRINA DD SYSOUT=x
//SYSUDUMP DD SYSOUT=%
//D1SK1 DD UNIT=3390,DISP=0LD,VOL=SER=D3390B <--- 3390-2
//TAPE1 DD UNIT=3380,DISP=0LD,VOL=SER=D3390A <--- 3390-3
//TAPE11 DD UNIT=3490,DISP=(,CATLG),
/7 DSN=BACKUP .D3390B,v0OL=(,,,20)
//SYSIN DD *
COPY TYPE=FDR,CPYVOL ID=YES
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Convert a 3380-K (2655 cylinders) to a 3380-E (1770 cylinders) volume, with a direct disk-to-disk
copy. FDR will not normally allow a copy or restore to a smaller density disk; COMPAKTOR is
recommended for that function. However, if the larger disk has no data sets allocated past the end
of the smaller disk (cylinder 1769 in this example), FDR can do this copy or restore with
PROT=NONE.

All of the comments in the previous example (COPY TO LARGER DISK) apply.

//COPY EXEC PGCM=FDR,REGION=1M
//SYSPRINT DD SYSOUT=x
//SYSPRINA DD SYSOUT=x
//SYSUDUMP DD SYSOUT=x
//D1SK1 DD UNIT=3380,DISP=0LD,VOL=SER=D3380B <--- 3380-K
//TAPE1 DD UNIT=3380,DISP=0LD,VOL=SER=D3380A <--- 3380-E
//SYSIN DD ES
COPY TYPE=FDR,CPYVOLID=YES,PROT=NONE

CONTINUED ...
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INTRODUCTION AND JOB CONTROL REQUIREMENT

The FDR/ABR statistics query program (FDRQUERY) has been specifically designed to produce
DUMP statistics as if a user were backing up disk volumes with FDR or with FDRABR using
TYPE=ABR. Also the user can request how many data sets would be archived by FDRABR using
last reference date groupings. Note that FDRQUERY is dependent on the MVS/SU60 data set
changed indicator set in the Format 1 (F1) DSCB when a data set is opened for other than input.

The FDR statistics query program will scan all of the volumes specified comparing the number of
tracks which would be dumped if FDR were to execute against the volume as compared to ABR
dumping only data sets which have the update indicator. The saving is printed in tracks and
percentage. Since ABR is usually run every day, the query program will not report on any data set
with an update indicator if it has not been referenced in the last two days. Even using this technique,
the query program may indicate that a larger number of data sets will be dumped by ABR than would
actually take place, if the update indicator is on but the data set was only read in the last two days.

The FDR statistics query program can scan all of the volumes specified to report on the number of
data sets and the tracks they occupy, grouped by the last time they were referenced. As a default
the query program will report data sets in 30 day groups. The purpose of this report is to show an
FDR user how much disk space could be saved, if ABR were used to archive off data sets which
have not been referenced in a specific period of time.

SUMMARY LEVEL -- VOLUME SERIAL NUMBER

ALLOC BEFORE AFTER LAST USED SAVINGS IF ARCHIVED
VOILSER DEVTYPE TRACKS %ALLOC %ALLOC DAYS DATE DSNS TRACKS %SAVED
PROD32 3380-K 17013 42.71% 32.08% 30 88051 12 4237 24.90%

The report fields are:
ALLOC TRACKS -- This number represents the total currently allocated tracks.

BEFORE % ALLOC -- This number is the percentage of the volume that is in use. It is the number
of tracks allocated, divided by the total number of tracks on the disk. For example, volume PROD32
(a 3380-K DASD) contains 39,825 tracks of which 17,013 tracks are allocated. The BEFORE %
ALLOC is 42.71% (17,013 + 39,825 = 42.71%)).

AFTER % ALLOC -- This field represents the percent allocated the volume will be if you archive
data sets that have not been used for the number of days specified in the next column. For example,
if on PROD32, there are 12 data sets with 4237 tracks that have not been referenced in 30 days and
you archive them, the AFTER % ALLOC will be 32.08%.

17,013 — 4237 = 12,776 + 39,825 = 32.08%
Allocated Archived Tracks Number After %
Tracks Tracks after of ALLOC
Archiving Tracks

LAST USED -- The DAYS field shows the number of days used to calculate this line in the report.
The data sets on this line have not been used for this number of days. The DATE field shows the
corresponding Julian date (today's date minus DAYS).

SAVINGS IF ARCHIVED -- These fields show the number of data sets which would be archived,
the number of tracks allocated to those data sets and the percentage of the total allocated tracks
they represent.

For example, if volume PROD32 has 17,013 tracks allocated and you archive 4237 tracks, the %
SAVED will be 24.90% (4237 + 17,013 = 24.90%). This means that 24.90% of the allocated space
would be freed by ARCHIVING.
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The JOB Statement is user-specified and depends upon installation standards.

Must specify the name of the FDR/ABR DUMP statistics query program (FDRQUERY).

The EXEC statement may also contain a region requirement of 512K.

If required, must specify the load module library in which FDRQUERY resides.

It is recommended that this be an APF AUTHORIZED Library and that FDRQUERY be linked with
an authorization code of one (1) so that operands that require authorization may be used.

Specifies the primary output message data set. This is a required DD statement and is usually a
SYSOUT data set.

Specifies the control statement data set. Usually an input stream or DD > data set.
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10.27 FDR/ABR STATISTICS QUERY

REPORT SUB- The REPORT Subcommand is used to print total tracks and data sets by disk volume and device,
COMMAND simulating the FDR/FDRDSF/FDRABR DUMP and ARCHIVE Commands.

FDRQUERY will default to scanning all of the disk volumes which are currently online (unless
overridden by VOL(G), STORGRP, or UNITNAME). The report will be formatted for an 80 byte
terminal screen.

REPORT
STATEMENT
REPORT ARCHIVE ,MAXONLINE=nnnn
BACKUP
,ONLINE
LAGE=nnn
,STORGRP=ccccccce
LAGEINC=nnn
,UNITNAME=cccccccc
,LINECNT=nn
,VOL=vvvvwv|VOLG=vvvvv
,LRDAYS=nnn

OPERANDS ARCHIVE FDR will summarize Archive statistics by disk volume, indicating the number of
data sets and tracks that would be freed up if FDRABR archive was executed
against these volumes. The data sets are grouped by last reference date.

The default is 30 day groups.

BACKUP Print summarized DUMP statistics by disk volume and device type, indicating
the number of tracks and data sets that would be dumped by FDR and
comparing the results to FDRABR dumping only the data sets which have been
updated. The used portion of a data set (partitioned or sequential) is the number
of tracks encompassed by the Last Block Pointer (DS1LSTAR). Data sets are
considered to be 'UPDATED’ if the MVS/SUG60 indicator (x '02’ on at DSCB
offset 93(5D)) is present and the data set has been referenced in the last n
days.

Default is 2 days (See LRDAYS).

NOTE: The 'BACKUP’ operand conflicts with the operand 'ARCHIVE’'. Either
the operand BACKUP or ARCHIVE must be specified.

AGE= Specifies the starting number of days since a data set has been referenced as
used by the AGING summary in the archive simulation. The number may be
from 1 to 999 inclusive.

Default is 30.

AGEINC= Specifies the number to be added to the age value to derive the next date
control break in the AGING summary in the archive simulation. The number
may be from 1 to 999 inclusive.

Default is 30.
NOTE: AGE and AGEINC operands are ignored if ' BACKUP’ is specified.

LINECNT= Specifies the maximum number of lines to be printed on any report page. The
number may be from 28 to 99 inclusive.

Default is 58.
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BACKUP only. Specifies the number of days that a data set must have been
referenced for the update indicator to be considered for the ABR portion of the
report. May specify from 0 to 999 days, with zero meaning today.

Default is 1, the data set must have been referenced in the last two days.

Specifies the maximum number of disk volumes that may be allocated via DD
statements and/or by dynamic allocation during any single program execution.
The number may be from 5 to 9000 inclusive.

The default is 256.

ONLINE specifies that the query program is to use all available ONLINE DASD
devices to satisfy the user-specified selection criteria.

Default is ONLINE. The selection will be satisfied using ALL ONLINE
VOLUMES unless the user specified 'VOL', 'VOLG’, STORGRP and/or
UNITNAME.

Specifies the volume serial numbers to be summarized must be part of the
Systems Managed Storage (SMS) storage group name specified.

Default is deferred to the VOLG operand.

Specifies the volume serial numbers to be summarized must be mounted on a
unit address found in the esoteric or generic unit name specified.

NOTE: Selection by UNITNAME requires that FDRQUERY be installed in an
authorized library with an authorization code of one (1). If UNITNAME
selection is attempted and FDRQUERY is not authorized, an FDR640
message will be issued and the request bypassed.

Default is deferred to the VOLG operand.

Specifies the disk volume serial number to be summarized. This is an exact
match operand (i.e.: compare length is 6). Only those disk volume serial
numbers that match exactly will be considered. Multiple volume serial numbers
may be specified if entered=(v...v,...,v...v).

Default is deferred to the VOLG operand.

Specifies the prefix of the disk volume to be summarized. Only those disk
volume serial numbers that start with the prefix specified will be considered.
Multiple volume groups may be specified if entered=(v...v,...,v...v). Up to 400
volume groups (or individual disk volumes) can be specified on each REPORT
command.

Default, if NONE of the volume selection criteria (STORGRP, UNITNAME,
VOL, VOLG) is specified, is to select data from all accessible disk volumes.

CONTINUED ...
- 10-36 -



FDRQUERY EXAMPLES 10.28

10.28 FDRQUERY EXAMPLES

EXAMPLE 1

EXAMPLE 2

EXAMPLE 3

EXAMPLE 4

EXAMPLE 5

EXAMPLE 6

These examples illustrate some of the FDRQUERY options. JOB and JOBLIB/STEPLIB DD
statements are not shown and if required must specify the load module library in which FDRQUERY
resides.

Print DUMP and ARCHIVE statistics for all ONLINE disk.

//STEP1 EXEC PGM=FDRQUERY
//SYSPRINT DD SYSOUT=A
//SYSIN DD *

REPORT BACKUP

REPORT ARCHIVE

Print comparison DUMP statistics for specific disk volumes.

//STEP1 EXEC PGM=FDRQUERY
//SYSPRINT DD SYSOUT=A
//7SYSIN DD *
REPORT BACKUP,VOL=(PRODPK,LIB501,TESTO1)

Print ARCHIVE statistics for all ONLINE disk volumes starting with the prefix 'PROD’. Increment the
ADAYS/ADATE range by 15 days.

//STEP1 EXEC PGM=FDRQUERY
//SYSPRINT DD SYSOUT=A
//SYSIN DD *

REPORT ARCHIVE,VOLG=PROD,AGEINC=15

Print ARCHIVE statistics for all disk volumes within the SMS storage group TSOTEST. Set the
minimum number of days since last referenced to 60.

//STEP1 EXEC PGM=FDRQUERY
//SYSPRINT DD SYSOUT=A
//SYSIN DD *
REPORT ARCHIVE ,AGE=60,STORGRP=TSOTEST

Print comparison DUMP statistics for all disk volumes within the esoteric unit named DISK.

NOTE: UNITNAME selection requires APF authorization.

//STEP1 EXEC PGM=FDRQUERY
//SYSPRINT DD SYSOUT=A
//SYSIN DD *

REPORT BACKUP,UNITNAME=DISK

Report to a TSO terminal the archiving or DUMP statistics for all online volumes. The report will be
formatted for an 80 byte screen. The SYSIN and SYSPRINT data sets must be allocated to the
terminal prior to the CALL (EXAMPLE: ALLOCATE DD(SYSIN) DA(X) ).

CALL "FDR library name (FDRQUERY)’ "PRESS” "ENTER”

FDRQUERY--ENTER COMMAND OR END

REPORT BACKUP “"PRESS” "ENTER”
OR

REPORT ARCHIVE "PRESS” "ENTER”

These commands will report on all online volumes. Use VOL= or VOLG= to limit selection criteria
(i.e. REPORT ARCHIVE,VOLG=TSO)
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FDRQUERY INCREMENTAL BACKUP SAVINGS

ALLOCATED INCREMENTAL SAVINGS
VOLSER DEVTYPE TRACKS TRACKS DSNS PER TRACKS DSNS PER TRACKS DSNS PER

MVSYS1 3380 13275 7359 124 56% 3947 91 30% 3412 33 46%

MVSYS2 3380 13275 11223 97 85% 1634 18 12% 9586 79 86%

TSO001 3350 16650 16125 968 96% 4015 29 24% 12110 939 75%

TSO002 3350 16650 15500 812  93% 3900 150  23% 11600 662 | 74% Tape and
elapsed time
savings over

SUMMARY LEVEL BY DEVICE TYPE LU” volume
ump
TOTAL ALLOCATED INCREMENTAL SAVINGS

VOLSER DEVTYPE TRACKS TRACKS DSNS PER TRACKS DSNS PER TRACKS DSNS PER

TOTAL 3350 33300 31625 1780 95% 7915 179 24% 23710 1601 [75%

TOTAL 3380 26550 18582 221  70% 5581 109  21% 13001 112 | 70%

ABR’s Incremental Backup & Recovery

ABR automates the backup of disk volumes. Data sets are Data Set Restore — ABR can automatically recover data set(s)

automatically backed up when updated. ABR incrementals can from the most current or older backups. Entire disk volumes can

save you 50-80% of your backup time compared to DFHSM. be recreated as if a full volume backup was taken the prior night.

FDRQUERY SPACE MANAGEMENT SAVINGS

ALLOC BEFORE AFTER LAST USED SAVINGS IF ARCHIVED
VOLSER DEVTYPE TRACKS %ALLOC %ALLOC DAYS DATE DSNS TRACKS %SAVED
TSO002 3380-K 36045 90.51% 43.19% 30 89051 6901 52.27%
54.94% 60 89021 4787 14162 39.29%
63.71% 90 88356 2962 10672 29.61%
68.58% 120 88326 1897 8730 24.22%
PROD32 3380-K 27479 69.00% 49.01% 30 89051 51 7959 40.78% Space
32.08% 60 89021 12 4237 24.90% occupied by
data sets
inactive for
SUMMARY LEVEL BY DEVICE TYPE 30 days.
ALLOC BEFORE AFTER LAST USED SAVINGS IF ARCHIVED
VOLCNT DEVTYPE TRACKS %ALLOC %ALLOC DAYS DATE DSNS TRACKS %SAVED
6 3380-K 173095 72.44% 52.66% 30 89051 9423 7.30%
55.81% 60 89021 5296 22.94%
60.48% 90 88356 4199 28558 16.49%
64.94% 120 88326 2972 17911 10.34%
ABR’s Archive & Auto Recall
Multi-Level Archive — ABR can simultaneously archive user-specified time period, and is then automatically deleted by
data set(s) to disk and tape. The data is stored in backup ABR, leaving the tape copy for a longer retention period.
format, which generally requires significantly less space on disk Auto Recall -- ABR will automatically recall ARCHIVEd data
than originally used. The data is retained on disk for a short sets when they are referenced by a TSO or BATCH user.
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SAR TECHNICAL DESCRIPTION

SAR is the Stand Alone portion of the FDR DASD Management System. SAR is an IPLable, self-
loading, stand-alone program not requiring an operating system.

SAR enables you to BACKUP or RESTORE a disk volume when, due to the unavailability of an
operating system, FDR cannot be run. SAR may be used to recover or move disk volumes after
DASD failures or HDA replacements. It may also be used at Disaster Recovery sites, or at new
primary sites, to restore the disk volumes necessary to IPL.

SAR is simple to use and provides console messages to prompt you, so there are no control cards
to prepare. Diagnostic messages are issued if SAR encounters difficulty during the BACKUP or
RESTORE.

SAR supports three major operations:
RESTORE a disk volume from a backup tape.
DUMP an entire disk volume or selected data sets to tape.

CLIP change the volume serial of a disk volume in place.

SAR will execute on any CPU capable of running MVS or OS/390:

SAR will automatically determine the operating mode of the CPU (370, XA, ESA or OS/390) and
adapt to it. SAR can operate in an LPAR under PR/SM (or the PCM equivalents) or on a VM virtual
machine.

SAR will operate on these disk types:
IBM 3380 (all models)  IBM 3390 (all models)  IBM 9345 (all models)
any disk from any manufacturer which emulates one of the above.

SAR can work with any of these tape drives:
IBM 3420/3422 (9 track) IBM 3480/3490 (18 track cartridge)
IBM 3490E (36 track cartridge) IBM 3590 (Magstar cartridge)
any tape drive which emulates one of the above, including drives from STK and other
manufacturers.

On the IBM PC Server 500 System 390 (also called a P/390), SAR supports the MVS disk volumes
emulated on OS/2 disk storage. For tape, SAR can use either standard tape drives attached by

a channel adaptor card, the 4MM tape drive built into the server (emulating a 3420 or 3480),

or OS/2 disk files which are defined as emulating a tape.

From supporting SAR for the last 25 years, Innovation has a lot of experience on what problems
can occur and how users react to try and solve them. We have put a lot of effort into making SAR
easy to use. For example, SAR displays the available choices for most options, and prompts you if
you enter an invalid value. Since SAR is used infrequently and since you are often rushed to
complete SAR operation to recover from a system crash or DASD failure, proper procedures may
not be followed. After reading the rest of the SAR documentation, please review Section 15.25 for
suggestions on avoiding common problems.

-15-1-



15.01

SAR RESTORE
OPERATIONS

SAR BACKUP
OPERATIONS

CLIP
OPERATIONS

SAR TECHNICAL DESCRIPTION 15.01

CONTINUED

SAR can restore:

— An entire disk volume from a full-volume backup tape created by FDR, ABR, or SAR.

— Ranges of specific tracks, from any type of backup tape created by FDR, DSF, ABR, or SAR.

If the input tape to a SAR restore is not a full-volume backup tape, SAR issues a warning message
and you have the option to continue the restore. This usually means that the wrong tape was
mounted.

SAR can only restore backups to the same disk type, e.g., 3380 to 3380, 3390 to 3390 (or to devices
which emulate the same disk type, such as 3390 to RAMAC emulating 3390).

On a full-volume restore, you have 3 options controlling the volume serial of the disk volume after
the restore:

— retain the original volume serial of the output disk volume

— restore the volume serial of the disk on the backup tape

— specify a new volume serial from the console
SAR can restore to an uninitialized volume, i.e., one that does not currently contain a volume label
or VTOC.

If you restore an ABR-created full-volume backup tape using SAR, the ABR model DSCB on the
volume will be downleveled. The Generation and Cycle will reflect the previous generation. Use the
REMODEL command of FDRABR to update the ABR model after you relPL MVS. You should not
try to restore from an ABR-created incremental (data set) backup.

SAR can restore from any file on an ABR backup tape, using the file sequence number on the INPUT
TAPE UNIT command. The file sequence number is shown in the FDRABRP PRINT CATLG report,
and in the FDR305 message in the listing of the backup job (see "ABR Backup Tapes" in Section
15.24)

SAR can back up to tape:

— An entire disk volume. The backup will contain all allocated tracks as shown in the VTOC, including
the VTOC and the label track (cylinder O track 0).

— Data sets, by dsname or group name (similar to an DSF or ABR data set backup).
— Ranges of specific tracks (similar to a backup created by DSF with FROM/TO).

SAR will request scratch tapes to be used for the backup. It will display the data set name, volume
serial number and current expiration date of the backup tape mounted; you must manually insure
that the tapes are in scratch status. You can specify the data set name to be placed in the tape
labels.

The backups produced by SAR can be restored by SAR, FDR or ABR. Individual data sets can also
be restored from this backup using DSF or ABR. However, VSAM files cannot be restored by cluster
name.

NOTE: Although tapes created by SAR are logically equivalent to FDR tapes, there are formatting
differences, so they cannot be successfully compared to tapes created with FDR or ABR.

CLIP stands for Change Label In Place. A SAR CLIP will change the volume serial number in the
label track (cylinder O track 0) of a disk volume. SAR will prompt you for the existing serial number
and the new serial number. This procedure will not affect any other data on the volume. However, if
the volume serial is changed on a volume containing ICF VSAM clusters or SMS-managed data
sets, that data will not be accessible.

CLIP will work only on initialized volumes, i.e., those containing a volume label and VTOC.

CONTINUED . . .
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You can specify that SAR is to back up or restore specific tracks. From 1 to 10 ranges of tracks may
be specified. SAR will prompt you for the ranges of track addresses to be processed.

Absolute track restore does not update the DSCBs in the VTOC, so you usually must restore ranges
of tracks that represent datasets already in the VTOC. Care should be taken if the label track
(cylinder O track 0) or a track in the VTOC is restored, since this may make the volume unusable.

You can specify that SAR is to back up specific data sets or groups of data sets. SAR will prompt
you for the data set names. From 1 to 10 data sets or groups of data sets may be specified. A group
prefix is specified by inserting an * at the end of the prefix. For example, specifying SYS1.% will
instruct SAR to dump all data sets starting with 'SYS1.". If the VTOC is to be dumped, specify
*%k%kVTOC; this will also dump cylinder O track O (the volume label track).

NOTE: SAR RESTORE does not support data set operations. Backups created by SAR dataset
dump can only be restored with FDRDSF or by SAR with the absolute track option (and only to
datasets preallocated at the proper track locations, since SAR absolute track restore will not update
the VTOC).

SAR can be IPLed on a VM virtual machine. See the member $$SAR in the FDR ICL (Installation
Control Library) for details on VM usage.

SAR will automatically determine the type and model of disk being dumped or restored. For
emulated disks (such as IBM RAMAC, IBM RVA, EMC, and STK disks), SAR will identify the model
that they emulate. The exception is certain non-IBM disks (especially solid-state disks) which may
report that they are a particular model (e.g, 3390-2) but actually have fewer cylinders than a 3390-
1; in these cases you may need to override the model determined by SAR and specify the model
which must closely matches the actual size.

SAR cannot restore to a disk with a different geometry (tracks/cylinder and track capacity), such as
3380 to 3390, but it is able to restore to a larger capacity disk with the same device geometry (same
disk type), for example, from a backup of a 3390-2 to a 3390-3. SAR will automatically recognize
whether the output volume being restored is the same capacity as the volume that was backed up.
If the volume being restored to is larger, SAR will turn on the DOS bit, so that the first time a data
set is allocated on that volume after the system is IPLed, the system will call the VTOC conversion
routine, which will rebuild the VTOC to reflect the larger amount of available space. If the volume
contained an indexed VTOC, the index will be disabled and you must use ICKDSF to rebuild the
index after IPL.

Normally SAR will not allow you to restore a backup to a model with a smaller capacity than the disk
that was backed up. However, as long as there were no datasets allocated on the original disk
beyond the end of the target disk, you can force SAR to restore a higher capacity disk to a lower
capacity disk of the same type. You must override the device type that SAR has correctly determined
and substitute the type that was backed up. For example, if your backup was created from a 3390-
3 and you want to restore to a 3390-2, then specify OUTPUT DISK DEVICE=3390-3.

Warning: Restore to a smaller disk will only work if all of the allocated tracks on the original
disk are contained within the physical capacity of the output disk. Otherwise, SAR will give
various error messages. Innovation recommends that this type of restore be done only if no
other options are available.

CONTINUED. . . .
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SAR RESTORE automatically supports tapes that were compressed by the data compression
feature of FDR (COMPRESS=). There are no special considerations. SAR cannot create a tape with
FDR compression, but it can read and create cartridges that are compressed by the tape hardware
(IDRC).

For restore, SAR will automatically request the second and subsequent tape volumes if more than
one volume was used on the backup; however, the operator must know what tape volumes are
required for the restore of a particular disk volume and mount them in the proper order. During
backup, SAR will request a new scratch output tape be mounted if the current volume is full. In either
case, a message will be issued to the console requesting the next volume. SAR will automatically
recognize when the new volume has been mounted and continue with the operation.

It is the operator’s responsibility to ensure that the required input or output tapes are mounted in the
correct order, and to record the volume serials of output tapes. If you are restoring from ABR
full-volume backups, an FDRABRP “PRINT CATLG” report can be used to identify the tapes
required for the restore.

SAR can use 1 or 2 tape drives for the Dump or Restore operation. To request 2 tape drives, specify
“2" after the TAPE DEVICE parameter (e.g., INPUT TAPE DEVICE=3480,2). Allowing SAR to use
2 tape drives will reduce wall clock time by making it possible for the operator to premount the next
tape. SAR will automatically start writing or reading the next tape while the prior one is being
rewound and unloaded.

If your cartridge tape drive has an automatic cartridge loader (ACL) you can load the tapes required
into the ACL before the SAR operation is started. The ACL cannot be in system mode. If it is in
automatic mode, the next tape is automatically loaded when the previous tape is unloaded by SAR.
In manual mode, the operator must press START to load each cartridge.

If the required tape volumes are in an Automated Tape Library (ATL) such as the IBM 3494/3495
and STK silos, special procedures may be required to mount the tapes required for the backup or
restore. The SAR IPL tape can also be in the ATL. Please consult each vendor’'s documentation for
details:

* The IBM 3494 supports a “stand-alone mode” for its drives, selected from the library console. In
that mode you can tell it which tape volumes to mount, and it will fetch and mount them auto-
matically. You can also insert tapes from outside the library (such as the SAR IPL tape).

* The IBM 3495 and STK silos must be placed in manual mode, allowing you to enter the enclo-
sure and manually mount tapes. If the required tapes are in the library, you must locate them
and manually mount them. The 3495 has a locate function on its “manual mode” console, while
STK has an IPLable utility called “POST VOLSER to Location” which identifies tape locations.

SAR supports both SL (standard label) and NL (non-labeled) tapes. Since most tapes are labeled,
documentation on the use of NL tapes is only in the member $$SAR in the FDR ICL (Installation
Control Library).

Any 3270-compatible display connected to a channel-attached non-SNA 3x74 control unit or
integrated console adapter can be used as the SAR console. Any standard MVS MCS console is
supported by SAR.

On the IBM PC Server 500 System/390, SAR will use the 3270 console emulated by Communication
Manager/2.

Normally SAR will wait for some device to present an ATTENTION interrupt and then will attempt to
use that device as a console. ATTENTION will be generated when you press ENTER on a display
console, so you simply need to press ENTER on your console to identify it to SAR.

However, if you have other display terminals (such as TSO terminals) attached by non-SNA 3x74
control units, it is possible that another user will press ENTER before you have a chance to, and will
suddenly get the SAR menu on his screen. This is often a problem with anxious users waiting for the

CONTINUED . . .
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system to come back up. There are other devices (such as CTC adaptors and 37x5 communication
controllers) which also present ATTENTION and may confuse SAR. If you are unable to prevent
such false interrupts, you can customize SAR with FDRSARLR, specifying the addresses of your
consoles (up to 5) so that SAR will attempt to use one of them without waiting for an ATTENTION.

SAR supports printer/keyboard consoles, which display one line at a time (see the member $$SAR
in the FDR ICL (Installation Control Library) for details). In addition, on most IBM ES/9000 systems
and on the IBM 9672 Parallel systems, SAR supports the limited-function operator message facility
on the hardware console, known as the "SCLP Console" as a printer/keyboard-type console. See
"SCLP Console" in Section 15.02 for instructions.

ERROR Some errors cause immediate termination of the current SAR function, but SAR is able to continue

RECOVERY after certain types of errors. If an error occurs, SAR will display a message detailing the error.
If SAR is able to continue, the message will include the text "REPLY CONTINUE OR TERM" and
you will be prompted for a response. If you reply CONTINUE (or just press ENTER since
CONTINUE is the default), SAR will continue; however, depending on the error, data may be
lost (not dumped or restored). If you reply TERM, SAR will terminate its current operation, enabling
you to restart SAR for another function. If you have a hardcopy device assigned, and you want a
dump of SAR's memory for diagnostic purposes, you can use the PSW RESTART hardware
function (see Section 15.03) to obtain such a dump before replying.

CONTINUED. . . .
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Naturally, SAR requires a processor (CPU, or CPC, or LPAR) on which to operate. That processor
must be idle (ready to IPL).

SAR requires these I/O devices: the IPL device, an operator console, a hardcopy device, a tape
drive and a disk volume. All must be physically addressable by the processor, enabled and ready.
Tapes must be offline to all other CPUs. If no hardcopy device is available, SAR can run without
one, but if problems occur, diagnosis may be more difficult.

NOTE: If SAR is IPLed on a multi-processor CPU, SAR will actually execute only on the processor
it was IPLed on. On a 370 mode system, all of the devices required by SAR must be accessible from
that processor. This is not a problem on XA and ESA mode systems; but if SAR is executed on an
LPAR, all these devices must be accessible from that LPAR.

SAR can be IPLed from a tape, disk or card reader (including VM virtual card readers).

A copy of SAR is always the first file on any FDR distribution tape so you may IPL from it, but it is a
time-consuming procedure since it is a labeled tape. For efficiency and convenience, the SAR
program should be copied to a disk or unlabeled tape using the program FDRSARLR (Section
15.20). IEBGENER can also be used to copy the SAR program file to an unlabeled tape.

On an IBM PC Server 500 System/390 (P/390), SAR can be IPLed from tape drives attached by the
channel adaptor card, from the built-in 4mm tape emulating a 3420 or 3480, or from a MVS disk
volume emulated by OS/2 (FDRSARLR must be used to place SAR on that volume, of course).
Also, OS/2 files can be configured to emulate a tape drive; you can copy SAR to such a file, then
IPL from it as if it were a tape.

By default, SAR attempts to use as the operator console the first device that presents an
ATTENTION interrupt after IPL is completed. Normally, you do this by simply pressing ENTER
on the desired console. On an IBM PC Server 500 System/390 (P/390), activate the first
CM/2-emulated 3270 session, press the right-hand mouse key, and select "ATTN" from the
menu that is displayed. For the SCLP console, see the instructions below.

If you have other display terminals (such as TSO terminals) attached by non-SNA 3x74 control units,
it is possible that another user will press ENTER before you do, and will suddenly get the SAR menu
on his screen. There are other devices (such as CTC adaptors and 37x5 communication controllers)
which also present ATTENTION and may confuse SAR. If you are unable to prevent such false
interrupts by resetting these devices or putting them physically offline, you can preconfigure SAR
with the addresses of your consoles (up to 5) with FDRSARLR and SAR will attempt to use one of
them without waiting for an ATTENTION.

Once SAR identifies the console, the processing options and their defaults are displayed on the
screen and the cursor is positioned to the first modifiable option. A default value may be accepted
by pressing ENTER; the cursor will then be positioned to the next option line. If you need to override
the defaults shown on a line, type over the data on that line and press ENTER. If the override is not
accepted, a message will be issued and the cursor will be repositioned on the invalid entry. If the
override is accepted, the cursor will be positioned to the next entry. Where applicable, SAR will
display a list of acceptable values for the current option at the bottom of the screen.

SAR is not a true full-screen processor. You cannot use the cursor keys to move to a line other than
the current one, enter multiple parameters without pressing ENTER, use the ERASE EOF key or go
back to correct a previous parameter.

It is always necessary to press ENTER once for each option line, whether the defaults are
accepted or overridden.
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SCLP In complex hardware configurations, especially Sysplex configurations, there may not be a
CONSOLE 3270-type non-SNA console available for use with SAR on the IPLed CPU. In this case, there is a
software console facility built into most IBM ES/9000 systems and all IBM 9672 Parallel Sysplex
systems which can be used to operate SAR; it is called the "SCLP console" function. However, it
is awkward to use, especially on ES/9000 processors, so it should be used only when no other
options are available. It is accessed through the hardware console, which is the service processor
console on ES/9000s and the HMC (hardware management console) on 9672s.

Since these console functions are not full-screen 3270-type consoles, SAR treats them much like
printer-keyboard consoles, displaying one message at a time and waiting for replies to be entered.

On ES/9000s:

After IPLing SAR, you can switch to the SCLP console by keying:
F OPRMSG
on the service processor console.

To enter a reply, you must press the CANCEL key (ALT-PF1) and wait a few seconds for the cursor
to move to the "SCP MESSAGE" line before entering your reply. Unlike a normal console, you
cannot enter a null message by simply pressing ENTER; you must enter at least one character. So
that you can accept the SAR default replies, SAR has been modified to treat a reply consisting of
just one blank as a null reply, so you can accept the defaults by entering one blank space and
ENTER.

There is no ATTENTION function. To cause SAR to recognize that you want to use the SCLP
console, enter a null reply as shown above; the SAR messages should then start to appear. Atthe
end of SAR operation, to restart SAR without relPLing, use the same procedure.

On 9672s and Multiprise 2003 CPU’s with HMC

Double-click the icon for “Operating System Messages”. This opens a window for the SCLP console
function. If necessary, select the tab for the image on which SAR is running. This window has a
SEND COMMAND button and a RESPOND button; you may click on either to send replies to SAR,
but SEND COMMAND is preferred.

Note that trailing blanks are not sent to SAR on the 9672. This is a problem mainly when you wish
to enter 6 blanks for the VOLUME SERIAL= reply; to accommodate this, SAR will also accept a
volser reply of an asterisk (<) as equivalent to 6 blanks. It is also a consideration when you are
replying with a tape data set name; you cannot reply with a name shorter than the name found on
the tape.

There is no ATTENTION function. To cause SAR to recognize that you want to use the SCLP
console, enter a null message with SEND COMMAND; the SAR messages should then start to
appear. Atthe end of SAR operation, to restart SAR without relPLing, use the same procedure.

CONTINUED. . . .
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To IPL SAR, the following procedures must be followed:

STEP 1
From Tape — Mount and ready the SAR IPL tape on an available tape drive. Rewind it if necessary.
From Disk — Device must be on-line and ready.

STEP 2

IPL SAR from the selected device. The procedure will vary depending on the type of your CPU, but
the procedure will be similar to the procedure you use to IPL your normal operating system, except
that the IPL device address will be the device selected in Step 1. Note that a SYSTEM RESET is
not required before IPLing (IPL does an automatic SYSTEM RESET) and that either an IPL
NORMAL or an IPL CLEAR may be used (IPL CLEAR is recommended). It is also not necessary
to change the operating mode of the CPU; SAR will automatically recognize and operate in 370, XA
or ESA mode.

If you are not familiar with the IPL procedure for your CPU, details can be found in the operator’s
documentation from the hardware vendor. However, for quick reference, here are brief descriptions
for common IBM CPUs:

4381:
— These have a common hardware/software console. If necessary, press MODE SEL to switch to
the hardware functions.

— Enter L to switch to the LOAD screen.

— Enter Uxxx to set the LOAD address to the SAR IPL device
— If you have a 2-processor model, enter SO to select PUO

— Enter N to do a normal IPL

— If the IPL is successful, the console will automatically switch to software mode; press ENTER to
use it as the SAR console.

308x, 3090, ES/9000:
— All of these have a separate service (hardware) console, from which the IPL is performed.

— If operating with PR/SM, select the LPAR (Logical partition) on which you wish to IPL SAR. SAR
will only be able to access devices configured to this LPAR.

— Enter the Service Language command (from any screen):
LOAD CPn address
where "CPn" is the target processor, and "address" is the device address of the SAR IPL device.

— If the IPL is successful, you must move to a software console to operate SAR.

9672:
— 9672 Parallel systems are IPLed from a "Hardware Management Console"; consult the IBM
manual "Hardware Management Console Guide" for more details on its operation.

— To IPL, drag the icon for the CPC image on which you wish to run SAR to the “LOAD” task icon.
You will be prompted for the IPL device address; enter the address where SAR resides.
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IBM PC Server 500 System/390 (P/390):
— Make sure that CM/2 (Communication Manager/2) is started to provide console support.

— If you have copied SAR to an OS/2 file, you must use the “P/390 Configuration” dialog one time to
assign that file to a P/390 address as a tape drive.

—Open an OS/2 window and issue the command “IPL address”. You may need to switch to the P390
subdirectory to use the IPL command.

NOTE: If SAR is being IPLed from an INNOVATION FDR distribution tape, you must perform the
IPL procedure 5 times. The first 4 IPLs will fail as it reads the header labels (VOL1, HDR1, HDR2,
and tape mark); the fifth IPL should succeed (allow a few seconds after each error to be sure the
processor has completed the IPL procedure before initiating the next one). We recommend copying
SAR to a disk or unlabeled tape to avoid this.

STEP 3

If the CONSOLE UNIT was specified via FDRSARLR (Section 15.22), the operator messages will
automatically appear on the unit specified, if it is available and if it responds to console commands.
If more than one console unit address was specified, each will be tried in turn. If none of the specified
consoles respond, SAR acts as if no console unit was specified.

—OR ELSE-

When the IPL successfully completes, the processor should enter a wait state with a code of
X'FFFF’ in the last two bytes of the PSW indicating SAR is waiting to identify a console (depending
on your CPU type, you may not be able to see this PSW unless you STOP the CPU). At this time
you can select the SAR console by pressing the ENTER key on a display console.

On an IBM PC Server 500 System/390 (P/390), activate the first CM/2-emulated 3270 session,
press the right-hand mouse key, and select "ATTN" from the menu that is displayed.

STEP 4

The SAR menu, showing the default options, will now appear on the console, and the cursor will be
positioned to the first option. For each option, you must press ENTER to accept the default or
overtype the default with the desired value and press ENTER. If the response is valid, SAR will
position the cursor to the next response. SAR will display a line of valid responses for the current
option. The process option messages are detailed in Section 15.04.

NOTE: SAR does not operate in true full screen mode. Do not use the cursor keys to move around
the screen. Also the ERASE EOF key is not supported; if the remainder of a line is to be blanked
out, it must be done using the space bar.

IT IS ALWAYS NECESSARY TO PRESS ENTER ONCE FOR EACH OPTION THAT THE
CURSOR POSITIONS TO, WHETHER OR NOT THE DEFAULTS ARE ACCEPTED.

You can configure SAR to bypass some or all of the options, accepting the preset defaults without
prompting. See member $$SAR in the FDR ICL (Installation Control Library) for details.

STEP 5
All devices needed for this execution should be available and ready. You may pre-mount input or
output tape volumes if you like, or SAR will prompt you to mount them when required.

STEP 6

The DUMP, RESTORE or CLIP will begin when all of the processing options have been specified.
Successful conclusion of the requested function will be indicated by an 'FDR999 SAR
SUCCESSFULLY COMPLETED’ message. Other conditions are indicated by appropriate
messages to the operator console and hardcopy device.

CONTINUED. . . .
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PROBLEM a. If SAR does not successfully load, restart with Step 1.
DETER- b. If SAR appears to load but does not display the SAR options on your console when you press

MINATION ENTER, check the last 2 bytes of the PSW (you may need to STOP the CPU to see the PSW). If it
ends in FFFF, either SAR is not receiving the ATTENTION from your console or it cannot identify it
as a supported console type. If it ends in 3333, an unrecoverable error occured on the console. If it
ends in anything else, SAR identified another terminal as a console before you hit ENTER (possibly
an end-user terminal).
c. A runaway backup tape may be caused by an incorrect response to the INPUT TAPE UNIT=
message.

RESTARTING Once a SAR function completes, either normally or abnormally, you may restart SAR to initiate a
SAR new function without re-IPLing. You will receive message:
FDR938 PRESS ENTER ON CONSOLE TO RESTART
In most cases, simply press ENTER on the SAR console to restart SAR; if that is not possible, use
the PSW RESTART function (described below).

SAR will completely reinitialize itself and will redisplay the initial SAR menu. It will not retain any
options you specified for the previous function (except for the console address); start over from step
4 to initiate the new SAR function.

PSW RESTART The PSW RESTART hardware function (also called RESTART on many processors) is rarely used
in SAR, but it has several functions.

With one exception, if you have a hardcopy device assigned to SAR, you can use the PSW
RESTART to cause a dump of SAR memory to be taken to the hardcopy for diagnostic purposes.
The exception occurs when a tape mount message is pending; normally SAR will recognize when
the tape has been loaded, but if it fails to do so, you can invoke RESTART to make SAR recognize
the tape mount (no memory dump is taken).

Once SAR has terminated, RESTART can also be used to reinitialize SAR for a new function, as
described above.

On 4381 systems, you must press CNG DISP (change display) on the console to select the
hardware menu, then type RESTART. On 308x, 3090 and ES/9000 service consoles there is a key
labeled RSTRT on the front (use with the ALT key) or a Service Language command: RESTART
CPn. On 9672s, drag the SAR CPC or image icon to the PSW RESTART task icon. On P/390
systems, select the "P/390 Manual Operations" icon.

STOP/START You may occasionally need to use the STOP and START hardware functions, especially if you need
to view the SAR PSW for error determination (on some processors, the PSW cannot be viewed
unless the processor is stopped).

Many processors have STOP and START keys on the service processor keyboard. On 308x,
3090 and ES/9000 you may use the Service Language command: START CPx. On 9672s, drag the
SAR CPC or image icon to the START or STOP task icon. On P/390 systems, select the "P/390
Manual Operations" icon.

CONTINUED.. . .
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FDR - INNOVATION DATA PROCESSING - SAR VER 5.3/01P PRESS ENTER AFTER EACH REPLY
HRDCOPY DEVICE=1403,0VERRIDE=Y

HRDCOPY UNIT=00E

OPERATION REQUEST=RESTORE

TYPE=FULL

INPUT TAPE DEVICE=3480,1

INPUT TAPE UNIT=180,001

MODE=D4

OUTPUT DISK UNIT=130

OUTPUT DISK DEVICE=3380

VOLUME SERIAL=XXXXXX,CPY=Y

FDR931 VALID RESPONSE=3211 1403 3203 4245 3286 3287 3288 3289 NONE TAPE 3480

The SAR console will look similar to the above after the IPL is complete or after SAR is restarted.
The options shown are the defaults distributed by Innovation, but your installation may have
changed some of the defaults with FDRSARLR (See Section 15.20) so your initial menu may look
different. The options discussed on the following pages are highlighted in the menu at the top of
each page. As shown, SAR will display a list of valid responses for most of the options. Don't forget
that you must press ENTER after each line and let SAR reposition the cursor to the next option; do
not attempt to move the cursor yourself.

HRDCOPY DEVICE= mmmm|NONE,OVERRIDE=Y|C|N

Indicate the type of hardcopy console or printer for SAR messages and diagnostic memory dumps.

DEVICE TYPE HRDCOPY DEVICE=
Line printer 1403
3270-family printer 3287
Tape (cartridge, any type) 3480
Tape (9 track round) TAPE
No hardcopy assigned NONE

As you can see in the "valid responses" shown in the sample screen above, other device types are
accepted, and you can enter your actual device if it is shown. However, the responses shown in this
table cover all types of devices supported by SAR.

“Line printer” includes most high-speed printers that can be controlled by JES, except for 3800,
3900, and APF or page printers. "3270-family printer" includes printers that respond to 3270-family
printer commands such as MVS hardcopy console devices.

If a hardcopy device is not available, reply 'NONE’ to this message; you will not be prompted for the
HARDCOPY UNIT. However, Innovation recommends that a hardcopy be assigned whenever a
device is available, so that message listings and memory dumps can be preserved for diagnostic
purposes.

If a tape is specified for the hardcopy device, SAR will write all messages to the tape drive specified.
SAR will display the data set name and expiration date of the tape mounted and you will be asked
if it is OK to write on the tape and given an opportunity to specify a new data set name. Care should
be taken not to specify the FDR backup tape as hardcopy. SAR writes unblocked 120 byte records
to the tape. IEBGENER, or any other print program, can be used to print the tape.

OVERRIDE-= specifies whether the operator will be permitted to override the options that were set
by FDRSARLR. Used primarily under VM. See member $$SAR in the FDR ICL (Installation Control
Library) for details.

HRDCOPY UNIT=uuu

Provide the 3- or 4-digit hexadecimal I/O address of the hardcopy device. If NONE was
specified for HRDCOPY DEVICE= this option will be bypassed (no reply required).
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15.04 CONTINUED

OPERATION | FDR - INNOVATION DATA PROCESSING - SAR VER 5.3/01P PRESS ENTER AFTER EACH REPLY
HRDCOPY DEVICE=1403,0VERRIDE=Y

OPTIONS | | cpcopy UNIT=00E

OPERATION REQUEST=RESTORE

TYPE=FULL

INPUT TAPE DEVICE=3480,1

INPUT TAPE UNIT=180,001

MODE=D4

OUTPUT DISK UNIT=130

OUTPUT DISK DEVICE=3380

VOLUME SERIAL=XXXXXX,CPY=Y

FDR931 VALID RESPONSE=RESTORE DUMP CLIP

OPERATION REQUEST=RESTORE|DUMP|CLIP
RESTORE SAR is to restore a backup tape to a disk volume.
DUMP SAR is to backup a disk volume or data sets to tape.

CLIP SAR is to change the volume serial of a disk volume. When you press ENTER,
the cursor will be positioned to the OUTPUT DISK UNIT response since the
intervening options are not applicable. You will be prompted for the new volume
serial after the disk’s current volume serial is entered and validated. A tape is not
used and the disk volume is not changed in any other way.

TYPE=FULL|DATASET|ABSTRK

FULL For a RESTORE, SAR is to restore all of the tracks contained on the backup tape.
For DUMP, SAR is to dump to tape all of the allocated tracks on the disk volume,
including the VTOC and label track (cylinder 0 head 0).

DATASET Not valid for RESTORE. For DUMP, SAR is to prompt for the data set names or
groups to be dumped. A maximum of 10 data set names or groups may be
specified. A group name is specified by ending the characters with an >, requesting
SAR to dump all data sets which begin with the characters specified. For example,
DATASET NAME=SYS1.%k will dump all data sets beginning with 'SYS1.". The
VTOC and cylinder zero head zero may be dumped by specifying >**kVTOC.
When all of the data set names have been entered, enter >***kEND to process.

ABSTRK Requests that specific tracks be dumped or restored. SAR will prompt you
for the beginning address of a range of tracks with the message STARTING
CCHH=CCCCCHHHH, and will position the cursor after the equal sign. Overtype
the CCCCCHHHH with the five digit decimal cylinder number and four digit head
(track) number of the first track in the range, and hit ENTER. Next SAR displays the
message ENDING CCHH=CCCCCHHHH; enter the decimal ending address of the
last track of the range, and hit ENTER. SAR then returns to the STARTING CCHH
message, and you enter the next range of tracks (maximum of 10). When all of the
track ranges have been entered, enter >*k*>kEND to process.

WARNING: Care should be taken if the volume label track or a track in the VTOC is to be
restored. If cylinder zero, track zero is specified on a restore, the label will be restored from
the dumped volume.

CONTINUED.. . .
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TAPE OPTIONS

SAR CONSOLE MESSAGES 15.04

CONTINUED

FDR - INNOVATION DATA PROCESSING - SAR VER 5.3/01P PRESS ENTER AFTER EACH REPLY
HRDCOPY DEVICE=1403,0VERRIDE=Y

HRDCOPY UNIT=00E

OPERATION REQUEST=RESTORE

TYPE=FULL

INPUT TAPE DEVICE=3480,1

INPUT TAPE UNIT=180,001

MODE=D4

OUTPUT DISK UNIT=130

OUTPUT DISK DEVICE=3380

VOLUME SERIAL=XXXXXX,CPY=Y

FDR931 VALID RESPONSE=3420 3422 3430 6250 3480 3490 3590 # UNITS(1 OR 2)

If you have chosen OPERATION TYPE=DUMP, INPUT TAPE will change to OUTPUT TAPE on the
SAR menu.

INPUT TAPE DEVICE=tttt,n

Specifies the type of device used for the backup tape.

DEVICE TYPE SAR RESPONSE (tttt)
3420 Type tape drive (9 track round tape) 3420

3422 Type tape drive (9 track round tape) 3422

3480/3490 cartridge tape drive (18 track) 3480 or 348X*

3490E cartridge tape drive (36 track) 3490 or 349X*

3590 (Magstar) cartridge drive 3590 or 359X*

* For a DUMP operation, SAR will invoke the IDRC hardware compaction feature of the cartridge
drive if you specified 348X, 349X, or 359X, creating a compressed backup. If 3480, 3490, or 3590
is specified, the backup will not be compressed. For a RESTORE operation, IDRC compacted
tapes are automatically supported as long as the tape drive hardware supports it; it does not
matter which form of the device type you use.

Number of tape units (,n) — specifies the number of tape units, 1 or 2, for the dump or restore.

If “,2” is specified , SAR will use 2 consecutively addressed tape drives, depending on the tape
drive address specified for TAPE UNIT in the next response. Normally the second tape drive will
be the next sequentially higher unit address (e.g., if you specify TAPE UNIT=391 the other unit
will be 392). However, if the TAPE UNIT address ends with F, then the next lower address will be
used (e.g., for TAPE UNIT=38F, the other unit will be 38E). This parameter reduces elapsed time
because it allows the operators to pre-mount the next tape without waiting for the rewind and
unload of the current tape. SAR will ask that the next input or output tape volume be mounted on
the drive not in use. The mount requests will flip-flop until the dump or restore is completed. SAR
will process the first tape on the unit specified in the TAPE UNIT parameter.

INPUT TAPE UNIT=uuu |fff

"uuu” is the 3- or 4-digit hexadecimal I/O address of the first or only tape drive (if the address is
4 digits, overtype the comma following "uuu" but be sure to keep the file number in the same
location). If “,2” was specified for the number of units in the reply for TAPE DEVICE, then a second
tape drive with an address one higher or one lower than this drive will also be used, as described
above.

"fff" is the file number on the input tape. It is used only for restore, and only when the tape is a
multi-file tape (such as an ABR tape). The default is "001" which is used to restore from the first
file on the tape. If you specify any other value (all 3 digits must be given), SAR will scan the labels
on the tape until it finds the specified file number. For ABR tapes, the proper file number can be
obtained from the FDR305 message produced when the backup was taken, or from the FDRABR
"PRINT CATLG" report.

WARNING: We strongly recommend that ABR users run regular PRINT CATLG reports
because if your system is down you may have no other way of identifying the required
input tapes.
CONTINUED . . .
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TAPE OPTIONS
(continued)

DISK OPTIONS

SAR CONSOLE MESSAGES 15.04

CONTINUED
MODE=mm

Mode is meaningful primarily for tapes drives that can write in multiple densities, such as

3420 (round) tapes, and was used only for dumps since the tapes adjusted automatically to the
density of tapes being read for restores. SAR will set "'mm" to D4 for all cartridge drives, and to D3
(6250 BPI or the highest density the drive supports) for all round tape drives. You should not change
this value.

FDR - INNOVATION DATA PROCESSING - SAR VER 5.3/01P PRESS ENTER AFTER EACH REPLY
HRDCOPY DEVICE=1403,0VERRIDE=Y
HRDCOPY UNIT=00E

OPERATION REQUEST=RESTORE
TYPE=FULL

INPUT TAPE DEVICE=3480,1

INPUT TAPE UNIT=180,001
MODE=D4

OUTPUT DISK UNIT=130

OUTPUT DISK DEVICE=3380

VOLUME SERIAL=XXXXXX, CPY=Y

If you have chosen OPERATION TYPE=DUMP, OUTPUT DISK will change to INPUT DISK on the
SAR menu.

OUTPUT DISK UNIT=uuuu
The 3-or 4-digit hexadecimal 1/0O address of the disk device.
OUTPUT DISK DEVICE=dddddd

Specifies the type of disk SAR is to DUMP or RESTORE. For most disks, SAR will automatically
determine and display the actual type of the disk after you reply to the DISK UNIT= option.

DEVICE TYPE SAR RESPONSE

3380 Single Density (885 cylinders) 3380

3380-E Double Density (1770 cylinders) 3380-E

3380-K Triple Density (2655 cylinders) 3380-K

3390-1 Single Density (1113 cylinders) 3390-1

3390-2 Double Density (2226 cylinders) 3390-2

3390-3 Triple Density (3339 cylinders) 3390-3

3390-1/2/3 in 3380 Compatibility Mode 3380-1 or 3380-2 or 3380-3
3390-9 (10017 cylinders) 3390-9

9345 Model 1 (1440 cylinders) 9345-1

9345 Model 2 (2156 cylinders) 9345-2

IBM RAMAC, IBM RVA, EMC Symmetrix, STK ICEBERG and enter the name of device type
others and size emulated

NOTE: See “Disk Support” in Section 15.01 for considerations when restoring to a device of the
same type with a different capacity, such as 3390-2 to 3390-3.

CONTINUED . . .
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ENDING
MESSAGES

SAR CONSOLE MESSAGES 15.04

CONTINUED

VOLUME SERIAL=vvvvvv

"vwvvwy" is the current volume serial number of the disk being restored, dumped or clipped. SAR
will verify that the correct volume is mounted; if you specified the wrong volser, SAR will replace
it with the actual volser. For RESTORE, if the volume does not contain a valid label or if the
volume is brand new, type in six blanks or an asterisk (*k) and SAR will bypass the label
check. For CLIP, SAR will prompt you to enter the new volser.

CPY=Y|N|C

Specifies the processing of the disk volume serial during RESTORE.

Y - the restored volume will receive the volume serial of the dumped volume, from the backup
tape.

N - the volume serial of the receiving volume is to be retained unchanged.

C - the volume serial is to be changed to a user-specified value. SAR will prompt you for the new
volume serial.

The SAR operation will begin after all of the above messages are satisfied. On a DUMP operation,
SAR will display additional messages for the data set name and use of the scratch tapes.
Successful completion is indicated by the FDR999 message on the hardcopy device and the
operator console. The number of tracks processed is also displayed. SAR can be restarted to
perform another function by pressing ENTER on the console.

CONTINUED. . . .
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15.20 STAND-ALONE LOADER UTILITY

EXECUTING
SAR FROM
TAPE

EXECUTING
SAR FROM
DISK

CONTROL
STATEMENTS

STAND-ALONE
LOADER
SECURITY
OPTIONS

The FDR Stand-Alone loader utility (FDRSARLR) can be used to:

® construct a new IPLable copy of SAR. This SAR can be written to the label track of a disk volume,
to unlabeled or standard labeled tape, or can be output in card-image format to any sequential
data set.

e modify an IPLable copy of SAR on the label track of a disk volume.
e modify the defaults for SAR processing (menu) options in the new or updated SAR.
® apply INNOVATION-supplied fixes ("zaps") to the new or updated SAR.

This utility will print a processing summary map upon completion. This map will indicate the location
of the SAR program, console options, message defaults, and loader utility options in effect.

The SAR program may be IPLed from unlabeled (NL) tape or standard labeled (SL) tape. The FDR
distribution tape is an SL tape with the first file containing a loadable SAR program.

When IPLing from SL tape, the initial program load function (IPL) must be performed five times to
bypass the labels. An NL tape requires only one IPL, so it can be loaded much faster. You may
create an unlabeled tape containing SAR by using the Stand-Alone loader utility (FDRSARLR), or
by copying the first file of the distribution tape (DSN=SAR) to an unlabeled tape with IEBGENER,
using DCB attributes of (RECFM=F,BLKSIZE=80,LRECL=80). FDRSARLR must be used if you
wish to change options or apply fixes.

SAR may be IPLed from disk, using FDRSARLR to write an IPLable copy of SAR onto cylinder 0,
track O (the label track) so it occupies no space on the volume. SAR can be written to any disk that
does not already contain IPL text (such as the MVS SYSRES volume or a volume containing the
IBM stand-alone memory dump (SAD)). The FDRSARLR will not let you accidentally overwrite other
IPL text (Contact Innovation for instructions if you WANT to overwrite other IPL text on a disk volume
with the SAR program).

SAR is distributed with defaults for all options except console addresses. If these defaults do not
match your environment all console options and option defaults can be supplied via loader utility
control statements. The loader will change the output copy of SAR to have the new defaults.

All option defaults specified on FDRSARLR control statements may be overridden at IPL time,.
However, if you which to accept certain defaults with no possibility of override, see member $$SAR
in the FDR ICL (Installation Control Library) for details. This is especially useful under VM where
you may wish to have multiple SAR decks with all options preset, so that SAR starts executing
immediately without operator input.

FDRSARLR control statements may also be used to apply fixes to SAR.

FDRSARLR supports Security checking if OBJIN or OUTPUT points to a disk volume (see
Section 90).

If the RACF or ALLCALL option has been enabled, a SAF call for class DASDVOL will be issued,
ACCESS=READ for OBJIN, ACCESS=ALTER for OUTPUT.

If the OPENEXIT option has been enabled, FDRSARLR will take the OPEN exit . The parameter list
passed to the OPEN exit will contain the following codes:
Byte 4 — Type of operation - 'S’ for FDRSARLR
Byte 5 — Mode of operation - 'D’ (as if DUMP) for OBJIN, 'R’ (as if RESTORE) for OUTPUT
Byte 6 — Options - 'Z’ for absolute track operation
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EXEC
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JOBLIB DD
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SYSPRINT DD
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SYSUDUMP DD
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OBJIN DD
STATEMENT

FDRSARLR JOB CONTROL REQUIREMENTS 15.21
FDRSARLR JOB CONTROL REQUIREMENTS

Must specify PGM=FDRSARLR and may need to specify REGION=256K or more. You normally
don't need to specify a PARM= operand, but you may specify one or more of the following PARM=
options. If more than one operand is specified, the operands must be enclosed in parentheses or
apostrophes and separated by commas, e.g., PARM="REWRITE,PRSYSIN'. Operands may be
specified in any order.

REWRITE - Only meaningful if the OUTPUT DD statement specifies a disk. Directs FDRSARLR to
write the SAR program to the label track of a volume which already contains an IPLable version of
SAR. REWRITE is assumed if both OBJIN and OUTPUT point to the same disk (which allows you
to read SAR from a disk, update it with options or fixes, and write it back).

ERASE - Only meaningful if the OUTPUT DD statement specifies a disk. Directs the loader utility
to remove a copy of SAR from the label track of the volume. The volume will no longer be IPLable.
OBJIN is not required.

If neither REWRITE nor ERASE is specified, and the OUTPUT DD specifies a disk, FDRSARLR
will write an IPLable copy of SAR to the label track of that disk only if it currently does not contain
any IPLable program.

DECK - Only meaningful if the OUTPUT DD statement specifies a tape. Directs the loader utility to
write the IPLable SAR program as fixed-length 80 byte records. DECK is assumed if the OUTPUT
DD statement specifies a unit record device, a SYSOUT data set or a sequential disk data set. If
DECK is not specified FDRSARLR will write SAR to tape in a tape-oriented format with just two
records; this will usually speed up IPL from tape.

PRSYSIN - Directs FDRSARLR to print all records read from SYSIN. If omitted, only records in error
are printed.

If required, must specify the load module library in which FDR resides. This must be an authorized
library.

Specifies the primary output message data set. This is a required DD statement and is usually a
SYSOUT data set.

Specifies the ABEND DUMP data set. Usually a SYSOUT data set.

Specifies the input to the loader utility as either:

— A non-temporary data set containing a copy of SAR to be copied/modified. This may be file 1 of
FDR distribution tape (DSN=SAR), member SAROBJ of the FDR Installation Control Library
(ICL), or any other IPLable copy of SAR that you have created.

— A disk volume to which FDRSARLR has previously written an IPLable version of SAR (do not
specify DSN=). In this case, the OBJIN and OUTPUT DD statements may specify the same disk
volume, providing a convenient method to change the console options or processing option
defaults.

OBJIN is not required if PARM=ERASE is specified.
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15.21 CONTINUED

OUTPUT DD Specifies the output device for the loader utility as either a 9345, 3380 or 3390 disk volume (or any

STATEMENT disk emulating one of these, such as IBM RAMAC), a tape drive containing a labeled or unlabeled
tape, a card punch, a SYSOUT data set that will be directed to a card punch or a sequential disk
data set.

If it points to a disk volume, and that disk already contains IPL text (such as the MVS sysres volume,
or a volume containing the MVS stand-alone memory dump program (SAD)), FDRSARLR will not
overwrite that IPL text. If the disk already contains a copy of SAR, it will not overwrite it unless you
specified the PARM=REWRITE option, or OBJIN and OUTPUT point to the same disk volume.

SYSIN DD Optional. If present, specifies a data set containing control statements as described in the next
STATEMENT section.

CONTINUED.. . .
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FDRSARLR CONTROL STATEMENTS 15.22
FDRSARLR CONTROL STATEMENTS

The control statements may start in any column from 1 to 60. If keywords contain multiple words
(Ex: CONSOLE DEVICE=), exactly one blank must be specified between words. A control
statement may not be continued. Only one keyword may be specified per statement, even though
multiple keywords may appear on the same line when the SAR runs. An asterisk (*) in column 1
indicates a comment.

If FDRSARLR determines that a control statement contains an error, the control statement and an
error message will be printed. Other control statements will be checked for validity but no output will
be written to DD OUTPUT.

CONSOLE DEVICE=dddd

Specifies the device type of the console to be used by SAR. If not specified, SAR will determine at
IPL time the type of console. You will probably be using display-type consoles; if so specify "3270".
If you are using a printer-keyboard console (possibly under VM), specify "3215".

CONSOLE UNIT=uuuu

Specifies the 3- or 4-digit hexadecimal address of the console to be used by SAR. If not specified,
at IPL time SAR will accept the first attention interrupt as indicating the console that it should use.
You may specify up to five CONSOLE UNIT= statements. At IPL time, SAR will attempt to
communicate with each address in the order that the CONSOLE UNIT statements appeared, and
will use the first address that appears to be a console.

You may enter any or all of the following statements, in any order, to change the defaults for SAR
options in the copy of SAR being created. Changing these options to the values you will usually use
will save time when initializing SAR. A complete explanation of these options and valid responses
can be found in Section 15.04, SAR Console Messages. FDRSARLR does not validate the
response values; it simply stores them for SAR's use.

HRDCOPY DEVICE=mmmm
OVERRIDE=x

HRDCOPY UNIT=uuu

OPERATION REQUEST=mmmmmmm
TYPE=mmmm

INPUT TAPE DEVICE=tttt,n or OUTPUT TAPE DEVICE-=tttt,n
INPUT TAPE UNIT=uuu,fff or OUTPUT TAPE UNIT=uuu,fff
MODE=mm

OUTPUT DISK UNIT=uuu or INPUT DISK UNIT=uuu
OUTPUT DISK DEVICE=dddddd or INPUT DISK DEVICE=dddddd
VOLUME SERIAL=vvvvvVv

CPY=r
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FDRSARLR EXAMPLES 15.23
FDRSARLR EXAMPLES

Execute FDRSARLR to read SAR from the first file of the FDR distribution tape, specify the console
address, change a console message default, and place SAR onto the label track of a disk volume.
If you want to copy SAR to a disk without changing any options, omit SYSIN and the control
statements.

//SATODISK EXEC POM=FDRSARLR,REGION=256K

//SYSPRINT DD SYSOUT=%

//SYSUDUMP DD SYSOUT=%

//0BJIN DD UNIT=TAPE,VOL=SER=FDR53P, FDR53T if Trial
// DSN=SAR,DISP=0LD

//0UTPUT DD UNIT=3380,V0OL=SER=vvvvvv,DISP=SHR

//SYSIN DD %

CONSOLE DEVICE=3270

CONSOLE UNIT=005

OPERATION REQUEST=DUMP
VES

NOTE: Specifying aconsole message control statement changes the default that appears on
the console.

Execute FDRSARLR to read the copy of SAR in the FDR ICL (Installation Control Library) and place
it onto the label track of a disk volume. All possible processing options are specified here as an
example of their format. All control statements will be echoed on SYSPRINT.

//SATODISK EXEC PGM=FDRSARLR,REGION=256K,PARM="PRSYSIN"
//SYSPRINT DD SYSOUT=x%

//SYSUDUMP DD SYSOUT=x%

//0BJIN DD DISP=SHR,DSN=IDP.ICLFDR53(SAROBJ)
//0UTPUT DD UNIT=3390,VOL=SER=vvvvvy, DISP=SHR
//SYSIN DD B

CONSOLE DEVICE=3270
CONSOLE UNIT=0E2
CONSOLE UNIT=0F2
HRDCOPY DEVICE=1403
OVERRIDE=Y
HRDCOPY UNIT=00F
OPERATION REQUEST=RESTORE
TYPE=FULL
INPUT TAPE DEVICE=3480,2
INPUT TAPE UNIT=390,001
MODE=D4
OUTPUT DISK UNIT=420
OUTPUT DISK DEVICE=3390-3
VOLUME SERIAL=MVSRES
CPY=Y

VES
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FDRSARLR EXAMPLES 15.23

CONTINUED

Execute FDRSARLR to place SAR onto an unlabeled tape volume. IPL from an NL tape is much
more convenient than from a labeled tape.

//SATOTAPE EXEC POM=FDRSARLR,REGION=256K

//SYSPRINT DD SYSOUT=x%

//SYSUDUMP DD SYSOUT=x

//0BJIN DD UNIT=TAPE,VOL=SER=FDR53P, FDR53T if Trial
/7 DSN=SAR,DISP=0LD

//0UTPUT DD UNIT=TAPE,LABEL=(,NL),VOL=SER=IPLSAR,

/7 DSN=IPLSAR,DISP=(,KEEP)

To place SAR onto a standard labeled tape volume, use the same JCL, except change the last two
lines as shown below. This is not recommended, since you will have to perform the IPL function five
times.

//0UTPUT DD UNIT=TAPE,VOL=SER=volser,
/7 DSN=IPLSAR,DISP=(,KEEP)

Execute FDRSARLR to modify a copy of SAR previously written to disk and write it back to the
same (or a different) disk. The example shows VER/REP statements used to apply an Innovation-
provided fix to SAR, but this can also be used to change console addresses or message option
defaults stored in that copy of SAR.

//SAZAP EXEC POM=FDRSARLR,REGION=256K
//SYSPRINT DD SYSOUT=x

//SYSUDUMP DD SYSOUT=%

//0BJIN DD UNIT=3390,VOL=SER=xXXXxX,DISP=SHR
//0UTPUT DD UNIT=3390,VOL=SER=XxXxXXxxX,DISP=SHR
//SYSIN DD S

VER aaaa dddd VERIFY 'dddd’ at address 'aaaa’
REP aaaa eeee REPLACE 'eeee’ at address ‘'aaaa’
DUMP Print SAR object module

Use FDRSARLR to erase a copy of SAR that was previously placed on a disk. ERASE verifies that
the label track of that disk does contain SAR, so it will not erase any other IPL text.

//SAERASE EXEC POM=FDRSARLR,REGION=256K,PARM=ERASE
//SYSPRINT DD SYSOUT=x%

//SYSUDUMP DD SYSOUT=x%

//0UTPUT DD UNIT=3390,VOL=SER=XXXXXxX,DISP=SHR

CONTINUED. . . .
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FDRSARLR ISPF INTERFACE 15.24

FDRSARLR ISPF INTERFACE

The FDR ISPF install dialogs include a function for generating FDRSARLR jobstreams. Enter "A.1.2"
to reach the FDRSARLR dialog (if "A" is not the character used in your installation to reach the FDR
dialogs from the ISPF main menu, substitute the correct character).

SAR LOADER UTILITY -- ENVIRONMENTAL SPECIFICATIONS

COMMAND ===> SEL

SEL SELECT SAR DEFAULTS PANEL HELP - TUTORIAL HELP PANELS
OUTPUT DISK DEVICE: (3380/3390)

VOLUME SERIAL ===> REWRITE ===> NO (YES/NO)

INSTALLATION CONTROL LIBRARY DATA SET:
DATA SET NAME ===> '|DP.ICLFDR53"

FDR PROGRAM L IBRARY DATA SET:

DATA SET NAME ===> 'IDP:MODFDRSS'
SYSOUT CLASS ===> %
JOB STATEMENT INFORMATION:

===> //userA JOB
==> //

> /7%

> //%

(ACCOUNT) , "NAME ",
NOTIFY=user

On this panel, enter the volume serial of the disk volume to which SAR is to be written. You may
also need to update the names of the FDR ICL and program libraries, and specify proper JOB
statement information. When done, enter SEL on the command line to proceed to the next panel.

SELECT SAR DEFAULTS

SAR LOADER UTILITY --
>

COMMAND ===
EDIT EDIT SAR LOADER JCL SUBMIT - SUBMIT SAR LOADER JOB
HELP - HELP TUTORIAL PANELS CANCEL EXIT IMMEDIATELY

CONSOLE DEVICE.... ===>

CONSOLE UNIT...... ===> (UP TO 5 UNITS)

OPTIONS THAT CAN BE OVERRIDDEN AT IPL TIME:

HRDCOPY DEVICE.... ===> 1403

HRDCOPY UNIT...... ===> 00E

OPERATION REQUEST. ===> RESTORE

TYPE. . ......... ... ===> FULL

TAPE DEVICE. ... ... ===> 3480

TAPE UNIT......... ===> 180,001

MODE.............. ===> D4

DISK DEVICE....... ===> 3380

DISK UNIT......... ===> 130

DISK VOLUME SERIAL ===> XXXXXX

CPY. . ... ... ... . ===> Y

Here you may specify all of the options for customizing SAR. Make any desired changes to the

default values shown (any changes you make will be remembered and will be redisplayed if you use
this dialog again in the future) or leave them alone to accept the defaults. All the option values shown
will be passed to FDRSARLR (even those that you did not change).

On the command line, enter SUBMIT to directly submit the batch job to copy SAR to the designated
disk volume, or EDIT to edit the jobstream. From EDIT you can modify the jobstream (e.g., to output
to tape) or save it for future execution.
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SAR HINTS AND RECOMMENDATIONS

» IPL from Disk

SAR

RECOMMEND!%%

We strongly recommend that copies of SAR be put onto disk. The SAR IPL records can be loaded
onto disk by the FDRSARLR program. SAR will reside on the volume label track, cylinder O track O,
and will not take any space that could be allocated to data sets. We recommend putting copies of
SAR onto several volumes on different control units. Critical time can be lost when SAR is needed
and the tape cannot be found, or the only copy is locked in the system programmer's desk. The
FDR Installation Control Library (ICL) contains a member called SAROBJ which may be used as
input to FDRSARLR to create a copy of SAR on either tape or disk. Of course, keep a visible list of
the volumes on which SAR has been loaded near the console.

While tape will always work, you have to find the tape first!!

Customizing SAR

You can use the FDRSARLR program to customize SAR for your installation (or for your disaster
recovery site). The options that are displayed on the SAR menu are clear and can be overridden at
run time, so they usually do not need to be customized, but it may save time to set some options
to the commonly used values.

However, itis often very useful to customize SAR with the console device type and console address
(or addresses, up to 5). Why? If the console address is not specified in advance by FDRSARLR,
SAR waits for a unit to present an ATTENTION interrupt (which is generated by a console when the
ENTER or REQUEST key is pressed). SAR then issues CCWs for various type of consoles to see
if this device responds to one of them. However, if you have terminals which are attached to your
CPU via local non-SNA control units, anxious users pressing ENTER may receive the SAR menu
instead of you. If you customize SAR with the addresses of the consoles you normally use, SAR
will test them immediately without waiting for an ATTENTION.

If you are reading this, your system is down, and you do not get the SAR menu after IPLing SAR,
you probably have terminals or other devices which are presenting ATTENTION. You may have to
reset and/or disable the control units of those device via switches on their control panels before
retrying SAR. You may also need to disable or reset other communication controllers (such as
3745s) and CTCs (channel-to-channel adaptors) as these may also generate ATTENTION.

Eliminate tape rewind delays

SAR supports using two tape units for dump and restore. Using two tape drives will reduce elapsed
time by making it possible for the operator to premount the next input or output tape while the
current tape is being read or written. If the next tape is mounted and readied on the inactive drive,
SAR will automatically start using it when the current tape volume is done (a DUMP will require a
confirmation on the console before writing to the tape). However, you must be careful to mount the
tapes on the right drives in the right order.

When restoring more than one disk volume with SAR, typical at a disaster recovery site, the elapsed
time savings will be significant, about 25% reduction average.

You can specify the two tape options at run time, or customize SAR to use it by default with
FDRSARLR, changing:
INPUT TAPE DEVICE=3480,1
to
INPUT TAPE DEVICE=3480,2
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» ABR backup tapes

SAR supports restores from any file on an ABR full-volume backup. To be prepared to run SAR to
restore ABR backups, you should run a weekly FDRABRP "PRINT CATLG" report, which will show
the tapes volumes and file numbers for the full-volume backups of every disk volume. These
hardcopy reports should be readily available to the Operations staff so that the proper tapes can be
fetched and mounted. If you need to run SAR and the PRINT CATLG report is not available, you can
also get the same information from the FDR305 messages in the listing of the last FDRABR job that
created the full-volume backups required (but only if the printout is available in hardcopy!).

You must specify the file number as "fff" (specify all 3 digits) in the SAR option: INPUT TAPE
UNIT=uuu,fff

The number that you specify is the FILE value from the PRINT CATLG or FDR305 message, as
shown below. This is the logical file sequence number (relative to the first volume in a multi-file,
multi-volume tape aggregate); it may not be the physical file number on the current tape. SAR will
match the "fff" value against the header labels of the tape mounted until that file is found.

SAMPLE PRINT CATLG REPORT

FDRABR VOLUME BACKUP REPORT
VOLSER GEN CYCLE TYPE DUMP DATE TAPE FILE DATA SET NAME COPY FILE TAPE VOLUME(S) REQUIRED

IDPPX0 143 00 FDR 94.294 FDRABR.VIDPPX0.C1014800 1 5 B80667,B80670
00 FDR 94 .294 FDRABR.VIDPPX0.C2014800 2 5 BV1060,BV1066
01 DSF 94.297 FDRABR.VIDPPX0.C1014801 1 9 B80689
02 DSF 94.298 FDRABR.VIDPPX0.C1014802 1 19 B80693

SAMPLE ABR MESSAGES

FDR304 FDR DUMP REQUEST FOR DDNAME=DISKONL1,VOL=SER=IDPPX0,UNIT=3390-2

FDR305 TO TAPE DDNAME=TAPE1 ,DSNAME=FDRABR.VIDPPX0.C1014800 ,FILE=005 VOL=SER=B80667 B80670
FDR305 TO TAPE DDNAME=TAPE11,DSNAME=FDRABR.VIDPPX0.C2014800 ,FILE=005 VOL=SER=BV1060 BV1066
FDR306 DUMP SUCCESSFULLY COMPLETED

CONTINUED . . .
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P VOLUME SERIAL reply

Sometimes users are not sure what volume serial to specify for a SAR restore. The correct serial is
the current volume serial of the output volume to which you are restoring. SAR will verify that volume
serial before allowing the restore to proceed. If you enter the wrong serial, SAR will display the actual
serial for verification.

If you specify the SAR option CPY=Y, then SAR will change the volume serial of that disk to the disk
serial contained on the backup tape being restored (if different). If CPY=N is specified, then the serial
of the output disk will be retained If you specify CPY=C, SAR will return to the VOLUME SERIAL=
prompt to ask for a new volume serial for the output disk. However, if the backup being restored
contains VSAM datasets or is an SMS volume, the disk may not be usable by MVS if CPY=Y is not
used (unlike FDR, SAR does not check for these conditions). CPY=Y is usually the appropriate
choice.

For example, if you backed up volume SYS001 to tape and you are now restoring to volume serial
SPAREL, you specify

VOLUME SERIAL=SPARE1,CPY=Y
and the volume will be labeled SYS001 after the restore is complete.

If the output volume does not contain a valid volume label or is brand new (uninitialized), enter 6
blanks or one asterisk (x) for the response to the volume serial prompt and SAR will allow the restore
without verifying the serial. This allows you to do restores without running ICKDSF to preinitialize the
volumes. If the volume contains no volume label, you may get a SAR I/O error message; it can be
ignored by pressing ENTER to continue.

p Stand-Alone Backup

Unlike DFDSS, SAR can do stand-alone backups. Stand-alone backup allows more flexibility in a
disaster situation. For example, if the operating system is unavailable due to an HDA failure, and
you have no spare volumes to restore required system volumes to, you can use SAR to dump a less
critical volume before overwriting it with the backup of the critical volume. You can restore the
backup of the less critical volume later when the HDA problem has been repaired (be sure to
carefully record the serials of the tape volumes used for the backup). Without stand-alone backup,
someone may have to decide what volumes can be sacrificed in order to get the system back, or
wait for the repair to be completed (which may be hours).

Even if spare volumes are available, can you be sure that no one has used it for "short-term"
storage? To be sure, you can do a stand-alone backup of the spare volume before you do that critical
stand-alone restore.

P Problem Determination

If the IPL of SAR fails, it may be a hardware problem or a configuration problem. To quickly
determine if it is a hardware problem, try to IPL stand-alone ICKDSF from tape, or IBM's stand-alone
memory dump (SADMP) from disk. However, both of these require preparation while your MVS
system is still up.

If the IPL of SAR completes (IPL COMPLETE or LOAD COMPLETE messages) but the SAR menu
does not appear on your console when you press ENTER (or on the console you configured as the
default console for SAR), display the current PSW (you may have to STOP the CPU to see the
PSW). If it does not end in FFFF, then there may be a hardware problem with the console, or it may
be that another locally-attached terminal has pressed ENTER before you did and has received the
SAR messages. If it does end in FFFF, then SAR is not recognizing your console as a supported
SAR console.

CONTINUED. . . .
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p IPL From Standard Label Tape

There is often confusion when you IPL SAR from a SL tape, such as the FDR distribution tape. This
is why we recommend that you copy SAR to a NL (unlabeled) tape or disk volume to make IPL
simpler. But if you must IPL from an SL tape:

The first 4 IPL attempts will fail. This is because they encounter the VOL1, HDR1, HDR2 tape labels,
and the tape mark that follows them. Each IPL moves past one record or tape mark. The 5th IPL will
read the SAR IPL text in the data file and will be successful.

Depending on your CPU type, you will get various error messages when those first 4 IPLs fail. If your
CPU displays the CSW or status, the channel status will probably be OEOO or 0200 for the first 3
attempts (unit check) and 0D0O or 0100 for the 4th (unit exception, caused by the tape mark). On
some CPUs you must allow 10-15 seconds between IPL attempts; if you attempt to relPL too quickly,
some CPUs will fail the IPL attempt without moving the tape.

SAMPLE SAR SCREEN AFTER RESTORE IS COMPLETE

FDR - INNOVATION DATA PROCESSING - SAR VERS5.3/01P PRESS ENTER AFTER EACH REPLY
HRDCOPY DEVICE=1403,0VERRIDE=Y

HRDCOPY UNIT=00E

OPERATION REQUEST=RESTORE

TYPE=FULL

INPUT TAPE DEVICE=3480,2

INPUT TAPE UNIT=5A0,005

MODE=D4

OUTPUT DISK UNIT=CF2

OUTPUT DISK DEVICE=3390-2

VOLUME SERIAL=IDPPXO0,CPY=Y

-FDR933W TAPE MOUNTED FOR RESTORE IS VOL=B80667 DSN=.VIDPPX0.C1014800

-FDR933W TAPE MOUNTED FOR RESTORE IS VOL=B80670 DSN=.VIDPPX0.C1014800

-FDR999W SAR RESTORE SUCCESSFULLY COMPLETED VOL=IDPPX0 NVOL=IDPPX0 TRACKS=007485
FDR938 PRESS ENTER ON CONSOLE TO RESTART
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Program FDRDSF (Data Set Functions) performs backups and restores of selected data sets and
VSAM clusters. It can also do data set restores from full-volume backup tapes produced by FDR,
ABR or SAR. See Section 21 for a description of FDRCOPY, which performs disk-to-disk data set
copies.

FDRDSF backups are similar to FDR backups, using the same format, but containing only the
information and data tracks associated with the data sets selected by DSF control statements. You
may select data sets by specific name, by prefix, or by sophisticated data set name masking. DSF
backups operate on one DASD volume at a time, reading the VTOC of the volume, backing up the
data sets you have selected and writing the backup to a tape or DASD data set; a separate backup
data set is required for every DASD volume processed but that backup data set may contain
backups of many original DASD data sets. The backup will contain an image of:

« all tracks which are allocated to the selected data sets and VSAM clusters, according to the
DSCBs in the VTOC.

» an edited version of information from the VTOC and VVDS is also stored at the beginning
of the backup, serving as an index of the data actually in the backup, and providing
information for allocation of output data sets.

* The VTOCIX and VVDS may be backed up as data sets, if DSF control statements select
them. However, none of these are required to be able to restore data sets from the backup,
and they are usually not backed up.

CONTINUED. . .
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FDRDSF data set restores are considerably different from FDR full-volume restores:

you may restore all data sets on the backup, or only selected data sets and/or VSAM
clusters. The input to the restore may be a FDR, ABR or SAR full-volume backup, or a DSF
or ABR data set backup.

the data tracks of the selected data sets may be restored to a different physical location
(cylinder and head address) than the original tracks occupied. In other words, you do not
have to be concerned about the location of the output data set or the number of extents it is
in.

data sets and clusters may be renamed during restore.

if an output data set (either the original data set name or the new name) already exists, and
is large enough, DSF will replace the contents of the existing data set and update its
describing information (VTOC and VVDS information). By default, DSF will restore an
existing data set to whatever volume it is currently cataloged.

if an output data set does not exist, DSF will allocate it, automatically making it large enough
to hold the contents of the input data set. Usually DSF will also catalog the output data set
as well (if the output data set is already cataloged to another volume, DSF will not catalog
it unless you instruct it to do so). VSAM clusters must be cataloged when they are allocated,
so a VSAM allocation will fail if it is already cataloged (but you have an option to delete the
existing cluster and catalog the new one in its place).

DSF usually restores data sets to the same device type they were backed up from (e.g.,
from a 3390 backup to a 3390). This is called a like device or physical restore. The size
(number of cylinders) on the original disk volume and the output volume is not important, as
long as the output has enough free space to hold the output data sets being allocated. In a
like restore, the original data tracks of the selected data sets are restored exactly as they
were backed up (but there is an option to reblock certain data set types).

DSF can also restore data sets to a different device type (such as a backup of a 3380 to an
output 3390), with some restrictions. This is called an unlike device or logical restore since
the data records of the original data sets are usually reformatted to make better use of the
track capacity of the output disk.

Output data sets may be directed to various output disk volumes. Data sets from one
backup, originally all on the same disk, can be restored to many output disks concurrently
(reading the backup only once). FDRDSF JCL must point to the backup data sets, but the
output volumes can be identified by JCL or by DSF control statements. You can also identify
a list or group of volumes as the target volume; DSF will find one with sufficient space for
the data set.

Multi-volume data sets can be restored, but only to the same number of volumes they
originally occupied when dumped. Multi-volume VSAM is handled, but only when restored
to the original device type.

At the end of the restore, DSF will update the DSCB of the output data set and, for VSAM
and SMS-managed data sets, its VVDS entry, so that they properly describe the data that
was restored. If a restore is interrupted or cancelled, this update will not be done and the
data sets will probably be unusable even though all data tracks were restored.

If DSF allocated an output data set and the restore of that data set gets errors, such as disk
I/0O errors, the data set will be deleted from disk, to avoid leaving unusable and uncataloged
data sets.

CONTINUED. . .
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When restoring single-volume non-VSAM data sets:

If DSF allocates space for the output data set, then the default is that DSF will catalog the data set
to the output volume, unless the data set was already cataloged. So, if the data set already exists
on another volume and is cataloged to it, a DSF restore will not disturb it.

If the RECAT operand is specified, it will catalog the newly allocated data set to the output volume,
whether the data set was cataloged to the input volume before the operation, or cataloged
elsewhere, or not cataloged at all. This allows you to insure that the catalog will point to the restored
data set.

If the NOCAT operand is specified then DSF will not catalog the newly allocated data set. This is
ignored for SMS-managed data sets which must always be cataloged.

Cataloging or recataloging of non-VSAM data sets occurs at the end of the restore, and is bypassed
if any restore errors have occurred for a given data set.

If the output data set exists on disk before the restore, then DSF will not update the catalog, unless
the CATIFALLOC operand is specified. CATIFALLOC causes DSF to apply the same rules
described above for data sets allocated by DSF.

STEPCAT DDs are supported; if present, only the STEPCAT catalog (or the first catalog in the
STEPCAT concatenation) will be searched and updated for non-VSAM data sets.

NOTE: If a DSF restore is interrupted by an ABEND or system crash, then the output data sets will
be left on disk, but will not be cataloged. You should resubmit the restore, to insure that all data
tracks are restored, but the output data sets will already be allocated so DSF will not catalog them
unless you specify the operand CATIFALLOC.

For multi-volume non-VSAM data sets, the above rules for single-volume data sets apply, with the
following modifications:

If the data set is not already cataloged DSF will create a new multi-volume catalog entry with the
current output volume in the proper slot as indicated by the volume sequence number in the DSCB.
If the volume sequence number is higher than 1, FDRCOPY will fill in the preceding slots in the
catalog entry with a dummy volume serial of "#####nn".

If the data set is already cataloged DSF will update the catalog entry by putting the current output
volume into the proper slot as indicated by the volume sequence number in the DSCB. On a
RESTORE without RECAT, DSF will update the catalog entry only if the slot for this output volume
contains the dummy volume serial of "####nn"; otherwise a warning message will be issued.

So, when all pieces of a multi-volume data set have been restored, the catalog entry will properly
point to all the volumes to which it was restored (remember that a multi-volume data set must be
restored to the same number of volumes it was backed up from). If the data set is already cataloged,
this is true only if RECAT is specified. If you do not restore one or more pieces of the data set, the
catalog entry will be inaccurate and the data set will not be usable (it may contain ####nn or original
volsers). It is your responsibility to insure that the data set is backed up from all the volumes it
occupies and is restored to the same number of volumes.

All of these rules sound complicated, but they are designed to automatically do the right things when
cataloging non-VSAM data sets. You need to be concerned only if a data set being restored may
already be cataloged to another volume; if so, specify RECAT if you want the newly restored data
set to be the cataloged data set, leaving the other data set uncataloged. Specify CATIFALLOC if
there is a chance that the output data set is already allocated but is not currently cataloged (and you
want it to be the cataloged version).

CONTINUED. . .
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DSF supports backup, restore, and allocation of ICF VSAM clusters similarly to the way it handles
non-VSAM data sets, with these differences:

» DSF always refers to all components of a cluster by the base cluster name. You cannot
select clusters by component name.

» For clusters that have alternate indexes (AlXs), the alternate indexes are automatically
selected, using the base cluster name. You never refer to an AlX by its AIX name.

* PATHSs are catalog entries which relate base clusters to AlXs; DSF does not backup or
restore catalog-only entries such as PATHSs.

» DSF backup will select all components of the selected clusters (including AIX components)
from the volumes being backed up. If a cluster has components on multiple volumes, it is
your responsibility to backup that cluster from all of its volumes (you may want to use ABR
Application Backup, described in Section 52 to automate this type of backup).

 If DSF restore finds that the cluster's components already exists on the output disks, it will
restore the data back to the existing allocation.

* Ifthe cluster doesn't exist, DSF restore will allocate and catalog the cluster at the beginning
of the restore (unlike non-VSAM data sets, VSAM clusters must be cataloged at the time
they are allocated). If the backup contains a base cluster and one or more of its AlXs, the
base will be defined before the AlXs automatically. But if the base cluster is on one volume
and the AIX on another, it is your responsibility to restore the base cluster before the AIXs;
contact Innovation for assistance if necessary.

* Ifthe cluster does not exist on the output volume but is already cataloged, the allocation will
fail unless you specify the VRECAT operand. VRECAT allows DSF to delete the cataloged
cluster and redefine the new one in its place; this works even if only the catalog entry for the
cluster exists (no actual data set on another disk).

* If the cluster includes a multi-volume component, or has data and index on separate
volumes, special procedures are used (See Section 80). The cluster will not be usable until
all components have been restored.

* On alike device restore, data tracks in the cluster are restored exactly as they were when
dumped,; the cluster is not reorganized. Single-volume clusters can be restored to an unlike
device (e.g., 3380 to 3390); although the data is rearranged to fit the new data tracks, it is
not reorganized.

« at the end of the restore, the DSCB and VVDS entries for each component are updated.

See Section 80 for VSAM Special Considerations and more information on VSAM operations.

FDRDSF can also dump and restore data tracks by their physical, absolute track address. The
tracks to be processed do not have to be allocated to a data set; you can select any tracks within
the physical limitations of the input or output disk. Ranges of tracks to be processed are identified
by a starting and ending track address (cylinder and head number).

With absolute track restores, the original tracks can be restored only to the original track addresses;
you cannot restore to a new location on the output disk with absolute track addresses. You can do
absolute track restores from any FDR, DSF, ABR, or SAR backup, including a DSF absolute track
backup, as long as the requested tracks are on the backup data set. Absolute track restores must
be like device restores, to the same device type (e.g., 3390 to 3390).

CONTINUED . . .
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DSF provides an option to print the contents of disk tracks by fully-qualified data set name, by
absolute track address, or by using generic data set name selection. For each track selected, DSF
will print the record zero (RO) plus each physical record on the track. The count field, key (if any) and
data are printed in storage dump format (hexadecimal plus EBCDIC).

On a system with IBM's SMS (System Managed Storage) active, DSF supports SMS management
of data sets.

When dumping, DSF (as well as FDR and ABR) will backup SMS information from the VVDS and
VTOC for both VSAM and non-VSAM data sets. This includes SMS class information (storage,
management, and data classes), and SMS indicators. For those data set types supported only on
SMS-managed volumes (PDSEs, HFS data sets and Extended Format (EF) data sets), all
information necessary to recreate the data set is also preserved.

When DSF restores a data set on a system with SMS active, SMS will be invoked for every data set
which must be allocated, to decide if the data set should be managed by SMS, or allocated as non-
SMS. The SMS storage class and management class ACS (Automatic Class Selection) routines will
be invoked; they will be passed input class hames:

« ifthe user specified STORCLAS=, NULLSTORCLAS, MGMTCLAS=, or NULLMGMTCLAS,
those overriding values will be used.

« if the storage class or management class (or both) were not overridden by the user, the
class associated with the input data set will be used.

« if the input data set was not SMS-managed, null classes will be passed.

» Your ACS routines may accept those classes, or override them with different values or even
null values.

If SMS assigns a storage class to a data set, it will be SMS-managed; SMS will be invoked again to
allocate the data set on a volume chosen by SMS. If no storage class is assigned, DSF will allocate
the data set on a non-SMS volume (a target non-SMS volume must be indicated by a DISKx DD
statement or a NVOL= operand on the SELECT statement). Even if data sets are allocated by SMS
on a number of different volumes, DSF will restore those data sets in one pass of the backup file.

So, DSF can be used to convert data sets to SMS management, simply by updating the SMS ACS
(automatic class selection) routines to assign storage classes to the restored data sets, or by
specifying a storage class via the STORCLAS= operand on the SELECT statement. Data sets can
be converted back to non-SMS if the ACS routines assign no storage class or the NULLSTORCLAS
operand is specified. However, FDRCOPY (Section 21) or FDRCONVT (Section 70) may be a better
choice for conversion of data sets.

Storage administrators, with proper authority, can override or bypass many of the SMS functions, to
directly specify SMS classes, or to specify the volume serial on which SMS data sets are to be
restored, by use of the BYPASSACS and BYPASSSMS operands on the RESTORE statement.

More detail on SMS support is in Section 60.

Details of DSF and ABR processing for various types of data sets are in Section 80.
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The first control statement in the DSF input must be a DUMP, PRINT, or RESTORE statement
identifying the operation. It is followed by one or more SELECT statements identifying the actual
data sets (or absolute track extents) to be processed. EXCLUDE statements are optionally used to
exclude a subset of the selected data sets, e.g., all data sets starting with A except those starting
with AB.

DSF will accept up to 250 SELECT/EXCLUDE statements in a single execution, unless that limit is
overridden. Since a SELECT can select many data sets DSF can process any number of data sets
in one execution.

A DUMP statement, with various operands to specify backup options, invokes a DSF backup. One
or more SELECT statements, identifying data to backup using one of 4 formats, follow it:

A. DATA SET NAME FORMAT
Dump data sets by identified by the DSN= operand, which can be a fully-qualified name, a
dsname prefix, or a selection mask. The volumes identified by DISKx DD statements will
be scanned for data sets and clusters matching the SELECT statements.

B. DD NAME FORMAT
Dump the data set specified on the DD Statement named by the DD= parameter. Note that
DSF will get the dsname from the DD statement, but not any volume information. It will
search the disk volumes identified by DISKx DD statements for the data set. This option
can be used to select GDG generations by relative generation number.

C. DUMP ALL DATA SETS
Dump all data sets on the disk volumes specified by DISKx DD statements, using the
ALLDSN operand.

D. ABSOLUTE TRACK ADDRESS FORMAT
Dump the tracks within the bounds specified by the FROM and TO address operands.

DSF will backup all selected data sets or tracks from all disk volumes specified by the DISKx DD
statements to the tapes identified by corresponding TAPEx DD statements, in the order that the
DISKx DDs appear in the JCL.

DSF also supports the ATTACH option, which will concurrently dump the disk volumes referred to
by the DISKx DD statements to the tapes referred to by the corresponding TAPEx DD statements.
Although there may be up to thirty-nine TAPEX/DISKX pairs, the TAPEx DDs must not specify more
than nine unique tape units. The TAPEx DDs may include UNIT=AFF or VOL=REF to use the same
drive for multiple backups or to place multiple backup files on the same tape volume; the number of
unique units determines the number of concurrent DUMPs. FDR will serialize the backup of any disk
volumes whose TAPEX DDs point to the same tape unit.

A PRINT statement invokes a DSF track print. It is followed by one of more SELECT statements
identifying the data to be printed using the same formats used for backup above. DSF will print the
selected data from each volume identified by the DISKx DD statements to the print output data sets
identified by the corresponding TAPEx DD statements.

CONTINUED. . .
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A RESTORE statement, with various operands to specify global restore options, invokes a DSF
restore. One or more SELECT statements, identifying data to restore using one of 5 formats, follow
it:

A. DATA SET NAME FORMAT
Restore the data sets or clusters specified by the DSN= operand to the data sets with their
original names. DSN= can specify a fully-qualified name, a dsname prefix, or a dsname
selection mask.

B. DATA SET NAME/NEWNAME FORMAT
Restore the data sets or clusters specified by the DSN= operand to new data set names,
identified by the NEWNAME=, NEWGROUP=, or NEWINDEX= operand.

C. DD NAME FORMAT
Restore the data set specified on the DD statement named by the DD= operand to the data
set of the same name.

D. DDNAME/NEWNAME FORMAT
Restore the data set specified on the DD statement named by the DD= operand to the data
set named by the NEWNAME=, NEWGROUP=, or NEWINDEX= operand.

E. ABSOLUTE TRACK ADDRESS FORMAT
Restore the tracks within the bounds specified by the FROM and TO address operands.

DSF will search each backup data set identified by TAPEx DD statements for the data sets identified
and will restore them. You can supply DISKx DD statements to identify the target volume for data
sets restored from the equivalent TAPEx DD statements, or you can identify the target volumes via
operands on the SELECT statements. Data tracks backed up by absolute track (FROM/TO) can
only be restored by absolute track and must be restored to their original track addresses.

The DSF DUMP basic memory requirement is identical to FDR's Memory Requirement. (See
Section 10.02). However, the region may need to be increased if you have more than 250 control
statements or more than 600 ICF VSAM or SMS data sets on a volume to be dumped.

DSF RESTORE processing requires a region of 512K plus about 512 bytes for each data set or track
range to be processed. ICF VSAM clusters may add an additional 1K bytes per component
processed.

Some logical RESTORE operations may require additional memory, so a region of 1024K or more
is recommended. You may want to specify REGION=0M to get the largest possible below-the-line
region. DSF will use only the storage it needs regardless of the REGION size.

If any of the selected data sets are not found on any input disk (dump) or backup (restore) or have
errors (such as I/O errors), DSF will continue the dump or restore operation for the remainder of the
data sets. An error message will identify the failing data set and a U0888 abend will be issued for
the step at completion to call attention to the error.

The dump can be instructed to compress the data on the sequential backup file using Innovation's
own proprietary software compression algorithm. This option will decrease the number of bytes
transferred to the backup file. The compressed file will usually be 20 to 50% smaller than an
uncompressed file. However, the CPU time used to dump the disk will increase substantially.

Software compression is recommended for backups to sequential disk files (to reduce the size of the
backup file) and to tape attached by parallel (bus/tag) channels (to improve performance by reducing
the data to be sent over the relatively slow channel). It is not recommended for backups to tape
attached by ESCON channels because of the speed of the channel.

NOTE: all FDR restores will automatically recognize a compressed backup file and decompress it.
No special option is required to restore a compressed backup.

CONTINUED. . .
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DUPLICATE DSF has an option to create a duplicate or second copy of the backup tape during dump processing.
TAPE OPTION When several volumes are dumped duplicate backup files may be made for one or more of the disks
regardless of the others.

While dumping a disk to a TAPEXx DD statement, the duplicate backup will be written to the TAPEXxx
DD statement (same "x" value twice) if it is present. You may have TAPExx DDs for some TAPEx
DDs and not for others in the same step.

Memory requirements do not increase with the use of the duplicate tape option.

SECURITY Complete details on the security options of the FDR system are found in Section 90.

WARNING: by default no security checks are done for FDR operations, with the exception of
afew checks done by operating system components. In general there is no security for FDR
operations unless you enable FDR security checking via the ALLCALL option in the FDR
Global Option Table as described in Section 90 "Installation”.

If your security system is RACF, or another security system which supports the SAF (Security
Authorization Facility) interface, such as ACF2 or TOP SECRET, you can enable the ALLCALL
option. For DSF this results in these security checks:

« for data set backups and prints, DSF will always check to see if your userid has at least
READ authority to the entire input volume; under RACF this means that you are authorized
to the input volume serial under the DASDVOL security class (other security systems have
similar ways of defining volume authority). If you do have this volume authority, no
additional checks are done on that input volume. If you do not have volume authority, then
DSF will check if you have at least READ authority under the DATASET security class to
every data set being backed up or printed. Any data sets to which you are not authorized
will be bypassed with an error message.

« for data set restores, DSF will check if you have at least UPDATE authority under the
DATASET security class to every data set restored. Any data sets to which you are not
authorized will be bypassed with an error message. If an output data set must be allocated,
the operating system will check if you have CREATE/ALLOCATE authority for the data set
(this is done even if ALLCALL is not enabled).

CONTINUED.. . .
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You can request, via the DSNENQ= operand, that each data set being dumped or restored be tested
to see if it is in use. A data set is considered in use if any job or TSO user has a DD statement or
dynamic allocation for that data set name.

In-use data sets are tested by doing an exclusive ENQ with a major name of SYSDSN and a minor
name of the data set name itself, for each selected data set found in the VTOC of the input disk; this
resource will be enqueued by any other task allocating the data set so our ENQ will fail if it is in use.
Note that FDR cannot tell if the data set is being used for input or output. It also cannot tell what
volume an active data set is on, so FDR will think a data set on one volume is active even if a data
set by the same name on another volume is really the active one; these are MVS limitations.

If you have requested data set ENQs, any data set that is in use will cause a FDR158 warning
message to be printed; this will set the job error flag and will cause a U0888 abend when the step is
complete (see "Step Termination" below). If you don't want in-use data sets to be considered an
error, specify the ENQERR=NO operand; this prints the FDR158 message without setting the error
flag.

Optionally you can request that inactive data sets be enqueued to DSF during the backup, to insure
that no other job or TSO user can access the data set until the backup is done.

For backups, in-use data sets will still be dumped by default, but you must be aware that the backups
of data sets which are being updated during the backup may be unusable, depending on the nature
and format of the data. If you wish to bypass the backup of active data sets, specify the
ENQERR=BYPASS operand.

For restores, DSF will attempt to enqueue any data sets that it allocates on the output disks, to insure
that no other task tries to use them until the restore is complete, but if the ENQ fails, the data set is
still restored. But for existing data sets, if the ENQ fails, the restore will be bypassed.

The DSNENQ= operand has 4 possible values:

USE -- data sets will be enqueued for the duration of the backup or copy from this disk volume.
For data sets that are active, a FDR158 warning message is issued and the data set is not
enqueued. This is the most frequently used option.

TEST -- data sets will only be tested to see if they are enqueued to another task at the time
that the backup or copy from this volume starts. For data sets that are active, a FDR158
warning message is issued. The data set will not be enqueued and other tasks may enqueue
it and possibly update it while the dump is proceeding.

HAVE -- The data sets will be enqueued for the duration of the dump. If a data set is in use,
the MVS operator must interact with FDR to decide how to proceed; a message (FDRW27) is
issued to the MVS console, and the operator can respond:

WAIT -- wait for the data set to become available; if it is not eventually dequeued, the FDR
job may time out, so the operator must know which data sets are in use by long-running jobs
or tasks.

NOWAIT -- do not enqueue the data set. The FDR158 warning message is issued.
RETRY -- try the enqueue again. If it fails again, the FDRW27 message is reissued.
NONE -- No data set ENQ will be issued. This is the default.

NOTE: If a data set name appears in a DD statement with DISP=SHR within the FDR job (not
necessarily in the FDR step), and you specify DSNENQ=USE, HAVE or TEST, FDR will change the
scheduler enqueue for the data set to EXCLUSIVE (DISP=0OLD). The data set may be unavailable
to other tasks until the FDR job ends.

CAUTION: This option should not be used on shared DASD unless a cross-system enqueue facility
such as GRS or MIM is available and the SYSDSN QNAME is broadcast across systems. Without
this capability, FDR can only determine what data sets are active on the system FDR is running on.

Use DSNENQ= to prevent other tasks from updating (or reading) data sets being dumped or
restored. Member ENQ in the FDR ICL (Installation Control Library) has more information on data
set ENQs.
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FDRDSF also supports, via the ENQ= operand, an ENQ on the VTOC of every volume being
dumped, restored, or copied. For shared DASD, it can also invoke a hardware RESERVE on the
volume during the FDR operation.

The VTOC is protected by an ENQ with major name SYSVTOC and a minor name of the volume
serial. This ENQ is held by any task doing updates to the VTOC, including allocation of new data
sets, extension of data sets to new extents, and scratching of existing data sets. This ENQ is
normally of short duration, just for the few seconds necessary to update the VTOC, so if the ENQ is
currently held by another task, FDR will wait for it to be released.

The SYSVTOC ENQ does not prevent access to existing data sets on the volume; it only insures
that no other task is updating the VTOC while FDR is processing it. VTOC changes during a backup
or copy could result in an invalid backup.

For disks shared with another MVS system or LPAR, ENQ=RESERVE requests that, in addition to
the ENQ described above, a hardware RESERVE is done on the volume. RESERVE will prevent
any system from reading or writing data on the volume, except for the system that FDR is running
on, where only the ENQ protection applies. If you have a cross-CPU ENQ facility, such as GRS or
MIM, you may be able to convert the RESERVE into a cross-CPU SYSVTOC ENQ and allow access
to the volume during the operation (lookup SYSVTOC in the documentation for your product).

Use ENQ= to prevent other tasks from making changes to the VTOC during the backup. Since DSF
operates on individual data sets, there is usually no need to enqueue the VTOC as long as
DSNENQ= (above) is specified. Member ENQ in the FDR ICL (Installation Control Library) has more
information on VTOC ENQs

If no errors occur during the execution of DSF, the DSF jobstep will end with condition code 0 (zero).

If errors do occur, they are generally indicated by a error message; occasionally they are indicated
only by a user ABEND (Uxxxx). Depending on the nature of the error, the step may end one of
several ways:

* Some errors are critical. The jobstep ends immediately with a user ABEND.

» Some errors are critical only to a particular operation. For example, during a backup, some
errors cause the backup of a particular disk to terminate immediately, but DSF may continue
and attempt to backup other disks requested in the same step.

* Some errors are non-critical and the messages are warnings only. DSF will complete the
current operation.

For the last 2 conditions above, a flag is set indicating that a non-terminating error occurred. At step
termination, it tests the flag; if it is on, the step will terminate with a U0888 abend to call your attention
to the errors. Remember that a U0888 indicates that some or all of the functions you requested did
complete but you must examine the error messages to determine the impact of the errors.

If you prefer not to get a U0888 abend on a non-terminating error, the FDRCC option in the FDR
Global Option Table can change it to a non-zero return code of your choice (see Section 90).
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To execute DSF for a DUMP or PRINT operation, the following JCL statements are required.

If FDR is not in the system linklist, specifies the program library in which FDRDSF resides. The
library must be APF authorized.

Specifies the program name (PGM=FDRDSF), region requirement (REGION=, see Section 20.02),
and optional PARM= operand.

If a PARM field is specified, DSF will use data specified as the first control statement, which must
be a valid DUMP or PRINT statement; if the PARM data contains a slash (/), the data after the slash
will be used as the second control statement (usually a SELECT). For example,

//FDR EXEC PCM=FDRDSF,PARM="'DUMP TYPE=DSF 6 DATA=USED"
//FDR EXEC POCM=FDRDSF,PARM="PRINT TYPE=DSF/ SELECT DSN=A.B.C'

If FDRDSF is invoked from a user program, Register 1 must follow IBM's convention for passing
data from the PARM field.

Specifies the output message data set. It must be present and is usually a SYSOUT data set but it
may be assigned to disk or tape. DCB characteristics are RECFM=FBA and LRECL=121; the
blocksize will default to 1210 on disk or tape.

Specifies the output data set for messages related to the matching DISKx when the ATTACH option
is used (see SYSPRINT for details). Must be present if ATTACH is used, but it is not used without
it. It is usually a SYSOUT data set but if it is assigned to a data set on tape or disk, this DD must
specify DISP=MOD.

Specifies the abend data set. Usually a SYSOUT data set. A SYSUDUMP DD statement should
always be included to assist in error diagnosis. If you have the ABEND-AID product from
COMPUWARE also include the following so that a fully-formatted dump is produced:

//ABNLIGNR DD DUMMY

Specifies the input disk volume. The format will be:

//D1SK1 DD UNIT=unitname,VOL=SER=volser , DISP=0LD

"unitname" is either a generic name, such as 3390, or an esoteric name assigned during your 1/O
configuration, such as DISK or SYSALLDA, and "volser" is the volume serial assigned of the disk
volume (if an esoteric unit name is used, the volume serial must be mounted on a disk unit which is
part of that esoteric). Only a single disk volume serial may be specified. You may use either
DISP=0OLD or DISP=SHR; it makes no difference.

The DISKx DD may point to a cataloged data set so that you can select that data set without knowing
what volume it is on. For example,

//D1SK1 DD DSN=MASTER.FILE,DISP=0LD

However, if the data set is cataloged as multi-volume, only the first volume in the catalog will be
processed.

"X" may be any single alphabetic (A-Z), numeric (0-9) or national (@ # $ in the US) character and
must have a corresponding TAPEx statement, so there can be a maximum of 39 DISKx DDs.
Processing will proceed for as many pairs of DISKx/TAPEX statements as are present, in the order
that the DISKx DDs are present in the FDR JCL. If DUMMY is specified, this DD statement will be
ignored.
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TAPEx DD Specifies the output data set for DUMP and the print data set for PRINT. "Xx" may be any single
STATEMENT alphabetic (A-Z), numeric (0-9) or national (@ # $ in the US) character. Multiple TAPEx DD
statements may be present in the DSF step JCL; a unique value for 'x' must be used for each of them
(e.g., TAPEL, TAPEZ2, etc.). There must be a TAPEX for each DISKX; if you code one or the other,

not both, it will be ignored.

For DUMP Operations:

Specifies a tape or sequential disk data set to which the backup will be written. You must provide a
TAPEXx DD statement for each volume to be backed up in this step; the TAPEx DD will receive the
backup of the volume specified by DISKx. If ATTACH is specified, FDR will attempt to attach that
many concurrent backup subtasks, but may postpone some of them if it detects that they require a
tape drive in use by another backup (see the notes on UNIT=AFF and VOL=REF below).

DUMMY is supported, for testing purposes only. The disk will be read, but the backup data will be
discarded.

You must provide all the JCL parameters required to allocate and catalog the backup data set on
disk or tape, which may include some or all of: DSN=, UNIT=, VOL=, SPACE=, and
DISP=(NEW,CATLG). For tape, a volume count should be specified since the default is only 5 tape
volumes, e.g., VOL=(,, ,255) .

DCB parameters are not required and should be omitted. However, tape unit hardware compaction
(sometimes called IDRC), available on most tape cartridge drives) can be requested by adding
DCB=TRTCH=COMP to your DD statement; Tape hardware compaction may be the default
depending on local MVS options. For tapes attached by ESCON channels, Innovation recommends
use of tape hardware compaction instead of FDR software compression (the COMPRESS= option).

Examples: //TAPE1 DD DSN=PROD .MVS001.BACKUP1,UNIT=TAPE,
/7 VOL=(,,,255),DISP=(NEW,CATLG)
//TAPE?2 DD DSN=PROD.MVS002.BACKUP2,UNIT=DISK,
/7 SPACE=(CYL, (500,100),RLSE) ,DISP=(,CATLG)

For tape backups, UNIT=AFF or VOL=REF may be specified, referencing another TAPEx DD
statement, to reduce the number of tape drives used in the step. UNIT=AFF=TAPEx will cause MVS
to allocate the same tape drive for both DD statements, but will call for separate output tapes when
each DD is opened. VOL=REF=*TAPEXx with LABEL=n can be used to stack multiple backup files
on the same tape, providing more complete utilization of the tape volumes (which may be important
as new technology increases tape volume capacity). FDR will automatically recognize that multiple
TAPEX DDs point to the same tape drive and will serialize operations on that drive so that only one
backup is directed to that drive at a time.

Examples: //*% The following creates 2 backups on 2 different
//% tape volumes using the same tape drive. This may
not
//% fully utilize the tape volumes but will allow for
//% concurrent restores from these backups.
//TAPE1 DD DSN=PROD.MVS001.BACKUP1,UNIT=TAPE,

/7 VOL=(,,,255),DISP=(NEW,CATLG)
//TAPE2 DD DSN=PROD.MVS002.BACKUP2,UNIT=AFF=TAPE1,
/7 VOL=(,,,255),DISP=(NEW,CATLG)

//% The following creates a multi-file (and possibly
//% multi-volume) tape containing 3 backups.
//TAPE3 DD DSN=PROD.MVS003.BACKUP3,UNIT=TAPE,

!/ VOL=(,,,255),DISP=(NEW,CATLG)

//TAPE4 DD DSN=PROD.MVS004 .BACKUP4,6 LABEL=2,
/7 VOL=REF=%.TAPE3 ,DISP=(NEW,CATLG)
//TAPES DD DSN=PROD.MVSO05.BACKUPS5,LABEL=3,
/7 VOL=REF=X.TAPE4 ,DISP=(NEW,CATLG)

For PRINT Operations:

Specifies the destination of the printed output from the PRINT statement. This is usually SYSOUT,
but it may be directed to a disk or tape data set.

Example: //TAPE1 DD SYSOUT=%

CONTINUED.. . .
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Specifies a second backup data set, using the same format documented for TAPEx (DUMP
operation) above. A backup identical to TAPEX will be produced on TAPEXxx; the same data blocks
are written to both simultaneously. For example, if DISK6 is being dumped to TAPESG, the inclusion
of a TAPE66 DD statement will cause a second backup file to be produced.

TAPEXxx is optional; if omitted, no duplicate backup is created. TAPExx must be omitted for a PRINT
or RESTORE operation.
Specifies a data set containing the control statements for DSF. Usually a DD * data set.

It is required, but if control statements were provided on the EXEC statement by PARM=, it can
be DUMMY.
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DUMP

TYPE=DSF [ENQERR=NO
ATTACH [ENQERR=BYPASS|PROCESS
,BUFNO=MAX|nn [FORMAT=NEW|SPLIT
,COMPRESS=ALL|COPY1|COPY2 JICFCORE=nnnnnn
DATA=ALL|USED ,MAXCARDS=nnnnn
,DSNENQ=NONE|TEST|USE|HAVE ,MAXERR=nnnn
ENQ=ON|OFF|RESERVE ,SELTERR=NO|YES

The DUMP statement requests a dump (backup) operation. It must be the first statement input. Only
one DUMP, RESTORE or PRINT statement is allowed per execution..

One or more SELECT statements and optionally one or more EXCLUDE statements to specify the
data sets or tracks to be dumped must follow it. However, if only the VTOC is to be dumped
(DSN=VTOC is specified on the DUMP statement), no SELECT statements are required.

TYPE=DSF
ATTACH

BUFNO

Specifies that a data set back is to be performed. It is required.

Backups will proceed concurrently for all disks for which a triplet of DISKX,
TAPEX, SYSPRINx DD statements appear. However, backups to TAPEx DD
cards that specify the same tape drive will be automatically serialized. Up to 39
TAPEx DDs may be specified, but they must not point to more than 9 unique
tape units (use UNIT=AFF= or VOL=REF= to reduce the number of allocated
drives

Default: each DISKx/TAPEX pair will be processed one at a time, in the order
that the DISKx DDs appear in the JCL.

specifies how many buffers will be used for dumping each disk volume. Each
buffer holds one disk track. The buffers acquired will be divided into 2 sets in
order to overlap input and output I/O operations; each disk I/O will read disk
tracks into one half of the buffers. Reducing the number of buffers will reduce
the amount of below-the-line storage required for each concurrent backup, but
will also reduce the efficiency of the backup and increase the elapsed time.

MAX - buffers sufficient to read 1 cylinder of the input disk are acquired. One
half cylinder (8 or 7 tracks for most devices) will be read in a single 1/O.
BUFNO=MAX uses a very efficient disk 1/0 technique, maximizing your backup
performance (no more than 2 1/Os per cylinder)

nn - the specified number of buffers is acquired. The value may be from 1 to
16 but it will be rounded up to the next higher even number. Values over 16 are
treated as 16. Specifying a numeric value causes a less efficient disk 1/0
technique to be used, impacting backup performance.

Default: MAX. Innovation recommends that you do not override the
default. However, BUFNO=2 will be forced when a backup data set is on disk.

CONTINUED . . .
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Controls the use of FDR software compression. Values for COMPRESS= are:

ALL -- the backup file for both copies (TAPEx and TAPExx) is to be
compressed.

COPY1 -- only the backup on TAPEx DD statements will be compressed.
COPY2 -- only the backup on TAPExx DD statements will be compressed.

Add 1024K (1M) to the memory requirement per each concurrent dump subtask
when COMPRESS= is specified.

Default: backups will not be compressed..

COMPRESS is recommended for backups to disk files, and for tape backups to
tapes attached on parallel (bus/tag) channels. For tapes attached on ESCON
(serial fiber optic) channels, use of IDRC (tape hardware compression) usually
results in better performance.

USED -- only the used portion of PS (physical sequential) and PO (partitioned,
PDS) data sets will be backed up. On most volumes, this will make the dump
run faster, but at the risk of not backing up all of the data if such data sets have
invalid last block pointers.

ALL -- all allocated tracks of all selected data sets will be backed up. You may
need to specify DATA=ALL if the data sets to be backed up include JES2 spool
data sets or CICS log data sets, since they usually do not have valid last block
pointers.

Default: USED.

CONTINUED. . .
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Specifies whether all of the data sets selected for backup will be ENQed. See
"Data Set Enqueue Option” in Section 20.02 for more details.

If the ENQ fails, meaning that some other task has the data set enqueued, a
warning message is issued for the data set but the data set will still be dumped
unless the ENQERR=BYPASS operand is specified. A successful ENQ will
prevent any other task from using the data set until the backup of that volume
is complete. An ENQ failure is considered an error unless ENQERR=NO is
specified, but other data sets will still be dumped. The options for DSNENQ=
are:

USE -- The data sets will be enqueued for the duration of the backup from this
disk volume. This is the most frequently used option.

TEST -- The data sets will only be tested to see if they are enqueued to another
task at the time that the dump from this volume starts.

HAVE -- The data sets will be enqueued for the duration of the dump. If not
available, a message (FDRW?27) is issued to the MVS operator, who can
respond:

WAIT (wait for the data set to become available)
NOWAIT (do not ENQ the data set)
RETRY (try the ENQ again)

NONE -- No data set ENQ will be issued.

CAUTION: This option should not be used on shared DASD unless a cross-
system enqueue facility such as GRS or MIM is available and the SYSDSN
QNAME is broadcast across systems. Without this capability, FDR can only
determine what data sets are active on the system FDR is running on.

Default: NONE.

Recommendation: use DSNENQ=USE or HAVE if you want to be sure that no
other task uses the data set until the backup is complete. However, use
DSNENQ=NONE (or omit DSNENQ=) when another data set by the same
name on another volume may be in use (e.g., restoring data sets to an alternate
SYSRES volume). You may suppress ENQs for specific data sets by the
DSNENQ=NONE operand on SELECT statements.

Specifies whether an ENQ should be done on the VTOC of each disk volume
while data sets from it are being backed up. See "VTOC Enqueue Option" in
Section 20.02 for more details.

ON -- the VTOC of each disk volume will be ENQed during its backup. This ENQ
may be effective only on the system where the backup is executing; other
systems may still be able to update the VTOC.

RESERVE - in addition to the ENQ, a hardware RESERVE will be issued on
each disk volume during its backup. This is meaningful only on a system with
"shared DASD" where the disks can be accessed by another MVS system. On
the system where FDR is executing, an ENQ for (SYSVTOC,volser) is done, but
other systems will be unable to read or write any data on the volume.

OFF -- the VTOC will not be enqueued or reserved during the backup.
Default is OFF.
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NO - If the DSNENQ= operand is used to request data set enqueues, an ENQ
failure (in-use data set) will not be considered an error (see "Step Termination”
in Section 10.02). Use ENQERR=NO if you want messages about active data
sets but want the step to terminate normally.

Default: a DSNENQ failure will be considered an error and will cause a
condition code or ABEND at step termination. This is to call attention to the
error.

Specifies processing if the DSNENQ= option finds that a data set is in use
(enqueued):

BYPASS - do not backup an active data set.

PROCESS - backup a data set even if it is active (a warning message will still
be produced).

Default: PROCESS.

NOTE: both ENQERR=NO and ENQERR=BYPASS/PROCESS may be
specified on the same DUMP statement.

Specifies the format of the sequential backup file.

NEW -- the backup will be created using a maximum of a 56K blocksize. A
block will contain the image of one or more tracks from the input disk.

SPLIT -- the backup will be created using a maximum blocksize of 32K. For
blocks that would be more than 32K, they are written as 2 blocks of 32K or less.
However, FORMAT=SPLIT causes use of a disk I/O technique which is less
efficient than that used by FORMAT=NEW, which will impact backup
performance.

WARNING: If you use a normal copy program (ex: IEBGENER) to copy a
backup file created with FORMAT=NEW, you will not get any error
messages, but the resulting tape will not be usable for arestore. Tapes in
the new format must only be copied with the INNOVATION provided tape
copy program (FDRTCOPY) or FATAR.

Default: NEW if backup on tape -- SPLIT if backup is on disk.

Specifies that the size of the table used to the store the ICF VSAM cluster and
component names. The backup must save all of the component names and
their associated clusters which exist on the current input disk volume, in order
to match up VTOC DSCBs (with the component name) to cluster names (for
selection). nnnnnn is specified in bytes and must be large enough to contain all
the VSAM names (depending on the length and number of names).

NOTE: Specifying ICFCORE= will increase the backup region requirement by
the value specified. The default value uses one of the dump buffers and
imposes no additional memory requirement.

Default: 53248, which will hold about 650 components.
Accept additional SELECT/EXCLUDE statements (over 250).

Default: 250 statements.
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The number of tape or disk errors that are permitted prior to abending the
operation. MAXERR may specify a value from 1 to 9999 errors. Each error will
be indicated by a message and possible MINI DUMP.

WARNING: MAXERR over the default value may result in the loss of many
data sets. This option should only be used when necessary and with care.

Default: 20 errors.

Specifies what will happen at step termination if DSF finds that a SELECT or
EXCLUDE statement was never referenced (no data set on any input disk was
selected by the statement):

NO - a condition code or ABEND is not to be issued at step termination. You
might use SELTERR=NO when you expect some unmatched SELECT/
EXCLUDE statements, perhaps because some data sets may not exist.

YES -- a condition code or ABEND will be issued at step termination to call
attention to a possible control statement error.

Default: YES unless overridden in the FDR Global Option Table (See
Section 90).
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DSF PRINT STATEMENT

PRINT TYPE=DSF ,ENQ=ON|OFF|RESERVE

P ,DATA=ALL|USED ,MAXCARDS=nnnnn
,DSN=VTOC

The PRINT statement requests a print operation. It must be the first control statement and must be
followed by one or more SELECT statements and optionally one or more EXCLUDE statements to
specify the data sets or tracks to be printed. However, if only the VTOC is to be printed (DSN=VTOC
is specified on the PRINT statement), no SELECT statements are required.

DSF will print the data sets or tracks specified in storage dump format (hexadecimal and EBCDIC)
and will write this printout to the TAPEX data set. The TAPEX print data is in print record format, with
a record format of FB and logical record length of 121. This data set is usually SYSOUT or may be
a sequential data set on tape or disk. You may specify the blocksize on the TAPEx DD statement
as a multiple of 121 but the default blocksize on tape or disk is 1210.

TYPE=DSF Specifies that a data set print it to be performed. Must be specified on PRINT
command.
DATA= USED -- only the used portion of PS (physical sequential) and PO (partitioned,

PDS) data sets will be printed.

ALL -- all allocated tracks of all selected data sets will be printed.
Default: USED.

DSN=VTOC The VTOC and volume label track will be printed in addition to any selected data
sets. If only the VTOC is required, you do not need any SELECT statements.

ENQ= Specifies whether an ENQ should be done on the VTOC of each disk volume
while tracks are being printed. See "VTOC Enqueue Option" in Section 20.02
for more details.

ON -- the VTOC of each disk volume will be ENQed during its print. This ENQ
may be effective only on the system where the print is executing; other systems
may still be able to update the VTOC.

RESERVE - in additional to the ENQ, a hardware RESERVE will be issued on
each disk volume during its print. This is meaningful only on a system with
"shared DASD" where the disks can be accessed by another MVS system. On
the system where FDR is executing, an ENQ for (SYSVTOC,volser) is done, but
other systems will be unable to read or write any data on the volume.

OFF -- the VTOC will not be enqueued or reserved during the print.
Default: OFF.

MAXCARDS= Accept additional SELECT/EXCLUDE statements (over 250).

Default: 250 statements.
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SELECT DSN=filter
S DD=ddname
)E(XCLUDE ALLDSN

FROM(CYL=ccccc, TRK=tttt), TO(CYL=ccccc, TRK=tttt)
,DATA=ALL|NONE

,DSNENQ=NONE

,DSORG=(xx,xX,..)

, TAPEDD=x

This statement selects the data sets and/or tracks to be dumped or printed.

A SELECT statement identifies an individual data set, group of data sets, or range of tracks to be
processed. An EXCLUDE statement identifies data sets from within those selected by SELECT
statements which are not to be processed. All data sets in the VTOCs of DASD volumes specified
by DISKx DD statements will be compared to these statements to identify those to be processed;
each data set will be compared to each control statement until a match is found. It must match all
criteria specified on the statement to qualify, e.g, if DSN=and DSORG= are both specified, it must
be a data set with the right name, having the indicated organization. A maximum of 250 of these
control statements may be used in one execution unless overridden by MAXCARDS=.

The control statements are always scanned in the order in which they were input, so in
general, EXCLUDE statements should precede SELECT statements. Since DSF will only dump
or print data sets which are selected, EXCLUDE statements are required only to exclude certain
data sets from within a larger group on a SELECT statement, and can also be used to EXCLUDE
certain tracks.

Example 1. Select all data sets with a first index of "A" except those with a second index of "B":
EXCLUDE DSN=A.B . kxk

SELECT DSN=A . k%

Example 2. Select all data sets except partitioned (PDSs):

EXCLUDE ALLDSN,DSORG=PO
SELECT ALLDSN

ICF VSAM clusters can be selected by specifying the fully-qualified base cluster name or matching
on the base cluster with generic data set selection. When selected, all components of that cluster
that exist on the volumes being processed will be dumped or printed, including alternate indexes
and key range components. DSF will not examine ICF VSAM component names when processing
SELECT/EXCLUDE statements; components will be selected only if their cluster name is selected.
For further information, see Section 80, VSAM SPECIAL CONSIDERATIONS.

CONTINUED. . .
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Specifies a fully-qualified data set name or a filter to be used for generic data
set selection, as described in Section 80. This name or filter will be used when
scanning the VTOCs of selected volumes.

EXAMPLES: DSN=USER1.JCL.CNTL
DSN=xxXL | ST
DSN=PROD++ .. L |Bxk

DSN= cannot select GDGs by relative generation number; use DD= for that
purpose.

Specifies that a data set name is to be taken from a DD statement. This operand
must point to the DDNAME of a JCL statement. Using this option enables the
user to specify a non-standard data set name or a generation data set (GDG)
relative generation.

EXAMPLE: SELECT DD=DD1
/ /DD DD DSN=A.B.C(0),DISP=SHR

Note that although DD= copies the data set name from the DD statement, it
does not use the volume pointed to by that DD. The data set will be searched
for only on the volumes pointed to by DISKx DD statements; the volume
containing the data set must be among them. You could have a DISKx pointing
to a data set and use DD=DISKX, so that the volume containing the data set will
automatically be included.

Specifies that all the data sets on the disk volumes specified are to selected. If
the DSORG operand is specified, only those data sets with a matching
organization are selected.

Identifies a range of track addresses for an absolute track dump or print.
Absolute track statements can be mixed with SELECT statements for data sets.
The FROM and TO operands must appear on the same input record, and
cannot be continued. FROM/TO cannot be used on an EXCLUDE statement.
The cylinder (CYL=) and track (TRK=) addresses are in decimal, relative to
zero. Leading zeros can be omitted. For example, valid specification on a 3390-
3, which has 3339 cylinders and 15 tracks/cylinder, are CYL=0 TRK=0 to
CYL=3338 TRK=14. The FROM address must be lower than or equal to the TO
address.

If the FROM track (TRK=) is omitted, zero is assumed. If the TO track (TRK=)
is omitted, the last track of the cylinder is assumed. So, if you specify only
cylinder numbers (e.g., FROM(CYL=5),TO(CYL=7)) all tracks in those cylinders
are processed.

NOTE: DSN, DD, ALLDSN and FROM/TO are mutually exclusive. One and
only one of these operands must be provided on each SELECT or EXCLUDE
card.

CONTINUED. . .
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ALL -- all allocated tracks in the selected data sets will be dumped or printed.
This can be used to override DATA=USED operand (the default) from the
DUMP or PRINT statement for certain data sets.

NONE -- no data tracks will be backed up for any type of data sets selected. The
backup data set will consist only of the FDR control records necessary to
allocate and update the characteristics of the output data sets during a restore.
A DATA=NONE backup can be used to allocate all the dtat sets on the backup
on output volumes, as long as the data in those data sets will be recovered by
other means (such as data base backups). Member DATANONE in the FDR
ICL (Installation Control Llbrary) has more information on the use of
DATA=NONE.

Default: only used tracks will be processed for PS and PO data sets unless
DATA=ALL was specified on the DUMP or PRINT statement.

NONE -- the data set enqueue will not be done for the selected data sets. This
can be used to override the DSNENQ= operand on the DUMP/PRINT
statement for certain data sets that you know will probably be ENQed by
another task.

Default: enqueue option is determined by the DSNENQ option specified on the
DUMP or PRINT statement.

Data sets are not to be selected by this SELECT unless their DSORG matches
one of the DSORGs specified. If more than one DSORG is specified, they must
be enclosed in parentheses.

VALID DSORGS are:

DA -- BDAM PS -- SEQUENTIAL UM -- UNMOVABLE
EF -- ICF VSAM PO -- PARTITIONED UN -- UNDEFINED
IS -- ISAM

x -- specifies a single character matching the "x" in a TAPEx DD statement. If
this operand is specified, then this SELECT/EXCLUDE will only apply to data
sets on the input disk volume specified by the DISKx DD statement. TAPEDD=
might be used when multiple DISKx DD statements point to the same volume
to select which data sets are to go to which backups.

NOTE: TAPEDD= should be used when the DISKx DD statements specify
dsnames, using the catalog to determine the volumes on which the data sets
reside. In that case, it may happen that more than one DISKx DD statement
points to the same volume. If so, every requested data set that resides on the
same volume will be dumped once for each DISKx DD statement pointing to
that volume, unless TAPEDD is specified.
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DSF RESTORE JOB CONTROL REQUIREMENTS

To execute DSF for a RESTORE operation, the following JCL statements are required.

If FDR is not in the system linklist, specifies the program library in which FDRDSF resides. The
library must be APF authorized.

Specifies the program name (PGM=FDRDSF), region requirement (REGION=, see Section 20.02),
and optional PARM= operand.

If a PARM field is specified, DSF will use data specified as the first control statement, which must
be a valid DUMP or PRINT statement; if the PARM data contains a slash (/), the data after the slash
will be used as the second control statement (usually a SELECT). For example,

//FDR  EXEC PGM=FDRDSF ,PARM="RESTORE TYPE=DSF'
//FDR  EXEC PGM=FDRDSF ,PARM="RESTORE TYPE=DSF/ SELECT DSN=A.B.C'

If FDRDSF is invoked from a user program, Register 1 must follow IBM's convention for passing
data from the PARM field.

Specifies the output message data set; it is required. It is usually a SYSOUT data set but if it is
assigned to a data set on tape or disk, this DD must specify DISP=MOD.

Specifies the abend data set. Usually a SYSOUT data set. A SYSUDUMP DD statement should
always be included to assist in error diagnosis. If you have the ABEND-AID product from
COMPUWARE also include the following so that a fully-formatted dump is produced:

//ABNL I GNR DD DUMMY

Specifies an input backup data set on tape or disk, from which data is to be restored. "x" may be
single alphabetic (A-Z), numeric (0-9) or national (@ # $ in the US) character. There may be up to
39 such TAPEx DD statements; DSF will restore from each in turn in the order they appear in the
JCL. Restores are always done one backup at a time, there is no option for concurrent restores.

Each TAPEx DD must point to a FDR, DSF, ABR or SAR backup on tape or disk. Backups may not
be concatenated on a single TAPEX; use multiple TAPEx DDs if multiple backups are to be restored.

Specifies an output disk volume. The format will be:
//D1SK1 DD UNIT=unitname,VOL=SER=volser ,DISP=0LD

"unitname" is either a generic name, such as 3390, or an esoteric name assigned during your I/O
configuration, such as DISK or SYSALLDA, and "volser" is the volume serial assigned of the disk
volume (if an esoteric unit name is used, the volume serial must be mounted on a disk unit which is
part of that esoteric). Only a single disk volume serial may be specified. You may use either
DISP=0OLD or DISP=SHR; it makes no difference.

"x" may specify any single alphabetic (A-Z), numeric (0-9) or national (@ # $ in the US) character
and must have a corresponding TAPEX statement. If DUMMY is specified, this DD statement will be
ignored.

The DISKx DD statement is optional; DSF will dynamically allocate required output volumes if
necessary. If present, the volume pointed to by the DISKx DD statement will be used to as the
default target volume for restoring data sets selected from the TAPEXx backup file, although this
target volume may be overridden by SMS or the NVOL= operand. Complete rules for output volume
selection are in Section 20.08.

Specifies a data set containing the control statements for DSF. Usually a DD * data set.
It is required, but if control statements were provided in the EXEC PARM=, it can be DUMMY.
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20.08 DSF RESTORE STATEMENT

RESTORE
STATEMENT

RESTORE TYPE=DSF ,MAXCARDS=nnnn
R ,BLKF=nn ,MAXERR=nnnn
,BYPASSACS ,NOCAT
,BYPASSSMS ,RECAT
,CATIFALLOC ,PRESTAGE
,CONFMESS=YES|NO ,RLSE
,DATA=ALL|USED SY%FREE=nn
,DSNENQ=NONE|TEST|USE|HAVE ,SELTERR=NO|YES
JICFCAT=ORIGINAL|STEPCAT|ALIAS ,SMSGDG=DEFERRED|ACTIVE|ROLLEDOFF|INPUT
,VRECAT

The RESTORE statement is required for a RESTORE operation. Only one is allowed per execution,
and it must be the first control statement. One or more SELECT statements must follow it, with
optional EXCLUDE statements, to specify the data sets or tracks to be restored.

DSF will read each backup file specified on a TAPEx DD statement and will restore one or more
data sets as indicated by the SELECT and EXCLUDE statements that follow (See Section 20.09).
The backup files are read one at a time (in the order that the TAPEXx DDs exist in the step JCL) but
while reading a backup file, DSF can restore the selected data sets to one or more output disk
volumes concurrently. The target disk volume will be selected for each data set by the following
rules, in this order:

» Ifthe NVOL= operand was specified on the SELECT statement which selected this data set,
that volume or volumes will be used. If NVOL= specified more than one volume serial, the
first of those volumes will be selected initially; allocation may be attempted on up to 64 of
those volumes in turn until it is successful. If the NVOL list includes more than one type of
disk device, those with the same type as the input data set ("like" devices) will be tried first.
Any volumes in the NVOL list that are not online will be ignored.

* If the step JCL contains a DISKx DD statement matching the TAPEx DD from which the
data set is being restored, then the disk to which it points will be selected for output.

« If the output data set name is cataloged, then the volume to which it is cataloged will be
chosen. The output data set name will be the original name or the new name if a
NEWNAME=, NEWGROUP=, or NEWINDEX= operand was specified on the SELECT
statement which selected the data set. If the data set is cataloged as being on multiple
volume serials, then the volser will be selected from that list based on the volume sequence
number in the F1 DSCB (field DS1VOLSQ) of the input data set.

* If none of the above apply, then the serial of the volume from which the data set was
dumped, as recorded on the backup data set, will be used.

If SMS (System Managed Storage) is active on this system, and the data set does not already exist
on the volume selected by the rules above, SMS is invoked to decide if the data set should be SMS-
managed. If so, SMS will select an output volume which may be totally different from the target
volume chosen by DSF. SMS rules are detailed in Section 20.01 and Section 70.

CONTINUED . . .
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Specifies a data set restore. Must be specified on the RESTORE command.

PS (sequential) fixed- and variable-format data sets and PO (partitioned) data
sets are to be reblocked during the restore. BLKF= specifies a blocking factor
value from 1 to 10. 1 is full track blocking (up to 32760), 2 is half track blocking,
10 is a tenth of a track, etc. On fixed format files (RECFM=FB) the blocksize will
be rounded down to a multiple of the LRECL.

The blocking factor must result in a blocksize larger than the original blocksize
of the data set, otherwise it will be ignored; this rule is not enforced when
restoring a PS file to a disk with a smaller tracksize (e.g., 3390 to 3380). For PO
sets, the blocksize is set to a higher value for use by new members, but the
existing members will not be reblocked (they will still be usable).

Default: data sets are not reblocked during restore; all original blocks will be
restored without change, although they may be written to new locations. BLKF=
is usually used when restoring to an unlike device type (e.g., 3380 to 3390) but
can also be used during like device restores.

On a system with SMS (System Managed Storage) active, the SMS ACS
(Automatic Class Selection) routines are not to be invoked for data sets which
must be allocated. If a data set has a SMS storage class assigned (see
STORCLAS= in Section 20.09) it will be SMS-managed, and SMS will be
invoked to allocate the data set on an SMS-chosen volume, but SMS will not be
allowed to override the storage class or management class assigned to the data
set.

Default: on an SMS system, the SMS ACS routines will be invoked for every
data set which has to be allocated. The assigned storage and management
classes will be passed to those routines, which can approve or override them.
A data set will be passed to SMS for allocation if the storage class ACS routine
assigns a storage class to the data set.

CONTINUED. . .
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BYPASSSMS On a system with SMS (System Managed Storage) active, SMS data sets will
be directly allocated on SMS-managed volumes, bypassing normal SMS
storage group and volume selection. The selected output volume must be a
SMS-managed disk volume, and the data sets being restored must have a SMS
storage class assigned (see BYPASSACS above and STORCLAS= in Section
20.09). The data sets will be allocated and cataloged according to SMS
standards.

Normal SMS facilities do not allow allocation of data sets on specific volume
serials, but BYPASSSMS will do so, allowing data sets to be located for
performance or other reasons. Note that if BYPASSACS is also specified, the
assigned SMS classes will not be validity- or authority-checked.

Default: on an SMS system, for data sets which are SMS-managed and must
be allocated, the SMS storage group ACS routine will be invoked to select a
storage group and SMS will select a SMS-managed volume and allocate and
catalog the data sets.

BYPASSACS and BYPASSSMS are primarily for use by storage administration
personnel, since they bypass normal SMS allocation controls and rules. In order
to use BYPASSACS or BYPASSSMS, the user of DSF must be authorized to
the RACF profile

STGADMIN.ADR.RESTORE.BYPASSACS

in class FACILITY, or the equivalent in other security systems.

CATIFALLOC Specifies that non-VSAM output data sets will be cataloged even if they were
preallocated (not allocated by the restore); the output data set will be cataloged
if it is not already cataloged on another volume (unless the RECAT operand
was specified).

Default: output data sets are cataloged only when the restore allocates them.

CONFMESS= YES -- before beginning any restore that includes an absolute track request
(SELECT FROM/TO), FDR will request confirmation via a WTOR message
(FDRWO02) to which the MVS operator must reply.

NO -- suppress the WTOR and begins the restore immediately.
Default: YES.

DATA= ALL -- all of the allocated tracks in each data set will be restored. ALL should
not be specified unless the backup was taken using the DATA=ALL option.
DATA=ALL should not be specified with the RLSE and %FREE operands.

USED -- only the used portion of the PS (physical sequential) and PO
(partitioned) data sets will be restored.

Default: USED.

CONTINUED. . .
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Specifies whether all of the data sets being restored will be ENQed. See "Data
Set Enqueue Option™” in Section 20.02 for more details.

If you are restoring over an existing data set and the ENQ fails, the restore will
be bypassed with an error message. If the restore must allocate the output data
set and the ENQ fails, no error message is issued and the restore is still done.
A successful ENQ will prevent any other task from using the data set until the
restore from the current backup data set is complete. An ENQ failure is
considered an error but it will not prevent other data sets from being restored.
The options for DSNENQ= are:

USE -- The data sets will be enqueued for the duration of the restore from the
current backup data set. This is the most frequently used option.

TEST -- The data sets will only be tested to see if they are enqueued to another
task at the time the restore starts. The data set will not be enqueued and other
tasks may enqueue it while the restore is preceding.

HAVE -- The data sets will be enqueued for the duration of the restore. If not
available, a message (FDRW27) is issued to the MVS operator, who can
respond:

WAIT (wait for the data set to become available)

NOWAIT (do not enqueue the data set)

RETRY (try the enqueue again; may result in the FDRW27 message again)
NONE -- No data set ENQ will be issued.

CAUTION: This option should not be used on shared DASD unless a cross-
system enqueue facility such as GRS or MIM is available and the SYSDSN
QNAME is broadcast across systems. Without this capability, FDR can only
determine what data sets are active on the system FDR is running on.

Default: NONE. Note that NONE or TEST may allow other jobs to attempt to
read the data set being restored before DSF has restored all of the data tracks.
Recommendation: use DSNENQ=USE or HAVE if you want to be sure that no
other task uses the data set until the restore is complete. However, use
DSNENQ=NONE (or omit DSNENQ=) when another data set by the same
name on another volume may be in use (e.g., restoring data sets to an alternate
SYSRES volume). You may suppress ENQs for specific data sets by the
DSNENQ=NONE operand on SELECT statements.

CONTINUED. . .
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Applies to ICF VSAM files only. Specifies the source of the catalog name to be
used if an output ICF VSAM cluster must be allocated.

ORIGINAL -- use the catalog in which the original dumped cluster was
cataloged. When restoring a cluster to a new name, ICFCAT=ORIGINAL is
treated like ICFCAT=ALIAS, described below. If you need to catalog the output
cluster into the same catalog as the input cluster but that catalog is not the one
aliased for the new name, you must specify ICFCAT=STEPCAT and supply a
STEPCAT DD statement pointing to that catalog.

STEPCAT -- use the STEPCAT as the target catalog. If a STEPCAT DD
statement is not supplied, it will use the master catalog or the catalog which is
aliased for this data set in the master catalog.

ALIAS -- determine the catalog from the alias name in the master catalog. If no
alias is found and the cluster is being restored to the same name, use the input
cluster's original catalog. If no alias is found, and the cluster is being restored to
a new name, DSF will use the STEPCAT (if present in the JCL) or the master
catalog. Multi-level alias (MLA) is supported.

Default: ORIGINAL, except that if the cluster is being restored to a newname
(NEWGROUP or NEWINDEX specified) the default is ALIAS. If the output
cluster is SMS-managed, ALIAS is forced.

Accept additional SELECT/EXCLUDE statements (over 250).

Default: 250 statements.

Specifies the number of tape or disk errors that are permitted prior to abending
the operation. MAXERR may specify a value from 1 to 9999 errors. Each error
will be indicated by a message and possible MINI DUMP.

Default: 20 errors.

NOCAT specifies that output data sets will not be cataloged. This option is
ignored for ICF VSAM clusters and SMS-managed data sets, since these must
always be cataloged.

RECAT specifies that non-VSAM output data sets will be cataloged even if they
are currently cataloged to another volume.

Default: catalog output non-VSAM data sets only if they are not currently
cataloged.

NOTE: Allocation of SMS-managed data sets will fail if they cannot be
cataloged. If a SMS data set is being restored and it is currently cataloged to
another volume you can either specify RECAT (which may leave the other
version of the data set uncataloged) or delete the data set before restore.

NOCAT and RECAT are mutually exclusive. The restore will normally attempt
to catalog only output data sets which it allocates (not pre-allocated) unless the
CATIFALLOC operand is also specified.

Output data sets which already exist on the target output volume will not be
restored. This may be used to avoid restoring data sets which ha