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About this Book

Virtual Tape Control System 5.1.0 (VTCS5.1.0, hereafter referredtoas“VTCS”)
isMVS host software, which together the portions of NCS 5.1.0 that support
VTCS and the Virtual Tape Storage Subsystem (VTSS), comprises Virtual
Storage Manager (VSM).

Audience
Thisguideisfor StorageTek or customer personnel who are responsible for
administering VTCS and VSM. Also see the following:

« VTCSlIngtallation and Configuration Guidefor information about installing
and configuring VTCS.

e VTCSCommand and Utility Reference for VTCS and NCS reference
information.

Reader’s Comments If you have comments on this book, please e-mail us at sid@stortek.com and
include the document title and number with your comments.

Prerequisites
To perform the tasks described in this guide, you should already understand the
following:
e MVSor 0S/390 operating system
+ JES2o0r JES3
e System Management Facility (SMF)
e System Modification Program Extended (SMP/E)
* Nearline Control Solution (NCS)

About the Software
Thisguide appliesto VTCS5.1.0and NCS5.1.0 and above. VTCS executesin the

native MV S or OS390 environment and does not use or require OS390
OpenEdition services.

About this Book iii
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How this Guide is Organized

This guide contains the following sections:
e Chapter 1“VSM Overview”
*  Chapter 2“Managing VSM”
 “VSM Operations’

e  “Glossary”

° 13 I ndeX”
First Edition, The First Edition, Revision D contains technical updates. Specifically, this Guide
Revision D now contains “VSM Operations” on page 73.
First Edition, The First Edition, Revision C contains technical corrections.
Revision C
First Edition, The First Edition, Revision B contains technical corrections.
Revision B

iv.  VTCSAdministrator’s Guide
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First Edition, The newest generation VTSS is the VSM4, which provides the following
Revision A advantages over its predecessors:

Enhanced connectivity options.

Greater throughput.

Greater VTSS capacity.

4x the number of VTDs and 3x the maximum number of VTVsper VTSS.
Improved reliability and serviceability.

Table 1 summarizes the VSM3 to VSM4 enhancements that you see from a
software and system configuration perspective.

Table 1. VSM3to VSM4 Comparison: Software and System Configuration

Enhancements

Product Feature VSM3 VSM4

ESCON Interfaces 16 total where: 32 total where:

e 2to 14 can be host ¢ 210 28 can be host
channels channels

 2to8canbe e 2to16canbe
Nearlink/CLINK Nearlink/CLINK
connections connections

Note: OnaVSM4, each
ICE3 ESCON interface
card contains two pairs of
ESCON ports. Each pair is
controlled by its own
Channel Interface
Processor (CIP). Each CIP
switches between the two
ports, so that only one port
can transfer data at atime.

Maximum L ogical 128 512

Paths Note: VSM4 provides a
theoretical maximum of
512 logical paths per
VTSS, but you cannot
alocate al 512 logica
paths for host-to-VTSS
connections.

VTDsper VTSS 64 256

Maximum resident 100,000 300,000
VTVsper VTSS

About this Book v
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TheFirst Edition, Revision A of thisguide containsthe updatesfor V SM4 support

described in Table 2.

Table 2. Updates to VTCS Administrator’s Guide, First Edition, Revision A for

VSM4 Support

This Enhancement...

...isdescribed in...

V SM4 support e “Warning” on page 15
e “How DoesVSM Work?' on page 3
First Edition The VTCS Administrator’s Guide is anew book for VTCS 5.1.0, and consists of

Chapters1 and 7 of the VTCS5.0 Installation, Configuration, and Administration
Guide.The First Edition of this guide contains the updates described in Table 3.

Table 3. Updates to VTCS Administrator’s Guide, First Edition

This Enhancement...

...isdescribed in...

Clustered VTSS enhancements

“Clustered VTSS Configurations’ on page 12

» “How Clustered VTSS Configurations
Work” on page 48

» “Example: Single ACS Clustered VTSS
Configuration” on page 53

e “Example: Dual ACS Clustered VTSS
Configuration” on page 57

vi VTCSAdministrator’'s Guide
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Conventions for Reader Usability

Typographic

Keys

Enter Command

Conventions are used to shorten and clarify explanations and exampleswithin this

book.

The following typographical conventions are used in this book:

Bold is used to introduce new or unfamiliar terminol ogy.

Letter Gothic isused to indicate command names, filenames, and literal
output by the computer.

Letter Gothic Bold isused to indicate literal input to the computer.

Letter Gothic Italicisusedtoindicatethat you must substitute the actual
value for acommand parameter. In the following example, you would
substitute your name for the “username” parameter.

Logon username

A bar (]) is used to separate alternative parameter values. In the example
shown below either username or systemname must be entered.

L ogon usernamejsystemname
Brackets|[ ] are used to indicate that a command parameter is optional.

Ellipses( ... ) are used to indicate that a command may be repeated multiple
times.

The use of mixed upper and lower case characters (for non—case sensitive
commands) indicates that lower case letters may be omitted to form
abbreviations. For example, you may simply enter Q when executing the
Quit command.

Single keystrokes are represented by double brackets [[ ]] surrounding the key
name. For example, press [[esc]] indicates that you should press only the escape

key.

Combined keystrokes use double brackets and the plus sign (+). The double
brackets surround the key names and the plus sign is used to add the second
keystroke. For example, press [[AL]] +[[C]] indicates that you should press the
aternate key and the C key simultaneoudly.

Theinstruction to “press the [[ENTER]] key” is omitted from most examples,
definitions, and explanationsin this book.

For example, if theinstructions asked you to “enter” L ogon pat, you would
typein Logon pat and press |[ENTERM.

However, if theinstructions asked you to “type”’ L ogon pat, you would type
in Logon pat and you would not press [[ENTER]].

About this Book vii
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Symbols The following symbols are used to highlight text in this book.

Warning: Information necessary to keep you from damaging your hardware or
software.

Caution: Information necessary to keep you from corrupting your data.

Hint: Information that can be used to shorten or simplify your task or they may
simply be used as a reminder.

Note: Information that may be of special interest to you. Notes are also used to
point out exceptionsto rules or procedures.

5 T~ ©

Syntax Syntax flow diagram conventions include the following:

Flow Lines—Syntax diagrams consist of a horizontal baseline, horizontal and
vertical branchlinesand the command text. Diagramsareread |eft to right and top
to bottom. Arrows show flow and direction.

PP»— COMMAND NAME item 1 )
Eitem 2 :|

item 3

Single Required Choice—Branch lines (without repeat arrows) indicate that a
single choice must be made. If one of the itemsto choose from is on the baseline
of the diagram, one item must be selected.

item 1 »>d

item 2

item 3

Single Optional Choice—If thefirst item ison the line below the baseline, one
item may optionally be selected.

item 1
item 2

item 3

Defaults—Default values and parameters appear above the baseline.

- I_ Default _l

viii VTCS Administrator’s Guide
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Repeat Symbol—A repeat symbol indicates that more than one choice can be
made or that a single choice can be made more than once. The repeat symbol
shown in the following example indicates that a commais required as the repeat
Separator.

»—E,variable l

>«

K eywor ds—All command keywordsareshownin all upper case or in mixed case.
When commands are not case sensitive, mixed case implies that the lowercase
letters may be omitted to form an abbreviation.

Variables—Italic typeisused to indicate a variable.
Alternatives—A bar ( |) isused to separate aternative parameter values.
Optional—Brackets| ] are used to indicate that a command parameter is optional.

Delimiters—If acomma(,), asemicolon (;), or other delimiter is shown with an
element of the syntax diagram, it must be entered as part of the statement or
command.

Ranges—Aninclusive rangeisindicated by apair of e ements of the same length
and datatype, joined by adash. Thefirst element must be strictly less than the
second element.

items 1-3
items 4-6

items 7-9

i

Lists—A list consists of one or more elements. If more than one element is
specified, the elements must be separated by acommaor ablank and theentireline
must be enclosed by parentheses.

(tems 1,2)
(items 4,5)
(items 6,7)

>4

About this Book ix
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Related Publications

The following publications provide additional information about VSM and
StorageTek’s Automated Cartridge System software and hardware.

VTCS and VSM The VTCS and VSM documentation set consists of the following:

VTSS

Introduction to VSM, which you can request from your StorageTek
representative

TheVTCSA5.1.0 Information CD-ROM, which contains PDF file formats of
Virtual Tape Control System Installation and Configuration Guide, Virtual
Tape Control System Administrator’s Guide, Virtual Tape Control System
Command and Utility Reference, Virtual Tape Control System Messages,
and Virtual Tape Control System XML Reference

Virtual Tape Control System Installation and Configuration Guide
Virtual Tape Control System Administrator’s Guide (this book)
Virtual Tape Control System Command and Utility Reference
Virtual Tape Control System Messages

Virtual Tape Control System Quick Reference

Virtual Tape Control System XML Reference

V3aM Offsite Vault Disaster Recovery Guide (supplied with the VSM Offsite
Vault Disaster Recovery Feature)

Virtual Storage Manager Planning, Implementation, and Usage Guide
Virtual Storage Manager Physical Planning Guide
VTSSInstallation Guide

X VTCSAdministrator’s Guide
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HSC-MVS
Environment

LibraryStation

MVS/CSC

NCSInstallation Guide
SMIC Administration and Configuration Guide

Configuration Guide

Operator’s Guide

System Programmer’s Guide

Messages and Codes

System Programmer’ s Reference Summary

Operator’ s Reference Summary

Configuration Guide
Operator and System Programmer’s Guide

Messages and Codes

Configuration Guide
Operator Guide
System Programmer Guide

Messages and Codes
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ExPR .

Introduction to EXPR
ExPR SMP/E Installation
ExPR MVS Configuration
ExXPR MVS Reports
ExPR MVS Reference

ExLM 4.0.0 The EXLM 4.0.0 documentation set consists of the following:

The ExLM 4.0.0 Information CD-ROM, which contains PDF file formats of
EXLM Ingtallation Guide, EXLM System Administrator’s Guide, EXLM
System Administrator’s Guide - Field Tables Supplement, and ExLM
Messages and Codes

ExLM Ingtallation Guide

ExLM System Administrator’s Guide

EXLM System Administrator’s Guide - Field Tables Supplement
ExXLM Messages and Codes

ExXLM Quick Reference

ExLM 5.0.0 The EXLM 5.0.0 documentation set consists of the following:

The EXLM 5.0.0 Information CD-ROM, which contains PDF file formats of
the EXLM publications

EXLM Ingtallation Guide
ExLM System Administrator’s Guide
ExXLM Messages and Codes

ExXLM Quick Reference (includes information formerly provided in the
ExLM 4.0.0 System Administrator’s Guide - Field Tables Supplement)

xii VTCSAdministrator’s Guide
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IBM Publications e |BM ESA/390 Common I/O-Device Commands and Self Description

e |BM 3490 Magnetic Tape Subsystem
Models A01, A02, A10, A20, BO2, B0O4, B20, and B40
Introduction

* IBM 3490 Magnetic Tape Subsystem
Models A01, A02, A10, A20, B0O2, B0O4, B20, and B40
Hardware Reference
(Referred to in this book as the IBM 3490 Hardware Reference)

* |BM 3490 Command Reference

« IBM 3480 Magnetic Tape Subsystem Reference

* |BM 3480 Installation Guide and Reference

e 0S390 V2R4.0 MVS Planning: Global Resource Serialization
*  MVSAuthorized Assembler Services Guide
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Online The StorageTek Customer Resource Center (CRC) on the World Wide Web

Documentation on provides online versionsin PDF format of this book, the related StorageTek

the StorageTek CRC publications listed on page x, and many other StorageTek software and hardware
publications.

>  Toaccess PDF documents on the StorageTek CRC:

1.

Technical Support

Using an Internet browser such as Netscapeor Internet Explorer, goto
the SorageTek CRC at:

http://www.support.storagetek.com/
Click the Login link.
Fill in thelogin information.

If thisisthefirst timeyou have used the CRC, click Request a CRC password
and fill in the requested information. Y ou should receive your account
information within two business days.

Fromtheupper left bar, click Product Information and Current Products
from the dropdown links.

Select Software from the Product Family dropdown menu and click
Next.

Click the desired product link from the Product Categories and
navigate to the documents you want to view.

Refer to Requesting Hel p from Software Support for information about contacting
StorageTek for technical support and for requesting changes to software products.

xiv  VTCS Administrator’s Guide
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Chapter 1. VSM Overview

What is VSM?

This chapter provides an overview of VSM, including information about VTSS
and VTCS and how the VSM solution worksin a Nearline (HSC) system.

VSM is StorageTek’ s virtual storage solution to the problem of inefficient use of
tape media and transports. VSM consists of VTCS, which isthe MV S host
software, and the VTSS.

HSC provides mount and dismount services for physical multi-volume cartridges
(MVCs), and NCS, working with VTCS, provides the ability for greater than 16
MV S hosts running MV S/CSC to route datato VSM.

To help manage your Nearlineand V SM systems, you can al so separately license
the following StorageTek software products:

*  ExPR, which provides PC and mainframe performance reports and capacity
planning tools for both Nearline and VSM systems.

 ExLM, which allows you to efficiently manage Nearline ACS contents,
VSM resources (MVCsand VTVs), and VTV migration.

Figure 1 on page 2 shows asimple VSM configuration.

Chapter 1. VSM Overview 1
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HSC
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TCP/IP
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Figurel. Simple VSM Configuration
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How Does VSM Work?

VTCSand HSC work together to provide several methodsthat you can useto route
datato VSM. Each VTSS provides 64 virtual tape drives (VTDs) for VSM2sand
VSM3s, and 256 VTDsfor VSM4s. VTDs emulate 3490E devices. VSM usesthe
VTDsto write data setsto virtual tape volumes (VTVs) onthe VTSS. The VTSS
storage is provided by a RAID-6+ DASD configuration. Y ou specify the VTSS's
high and low Automatic Migration Thresholds (AMTSs), which control the VTSS
space management/V TV migration cycle described on page 5. Real tape drives
(RTDs) write migrated VTV sto physical multi-volume cartridges (MVCs).
VSM2s and V SM 3s support a maximum of 8 RTDs per VTSS, while VSM4s
support amaximum of 16 RTDsper VTSS. VTCS controls RTDs (although HSC
provides mount and dismount services for MV Cs), while HSC controls
conventional Nearline tape drivesthat are not alocated to VSM. By default, VSM
migrates asingle copy of aVTV. You can, however, specify duplexing so that

V SM migrates two copies of the VTV to separate MV Cs.

If the host requests amount of a VTV that was migrated to an MV C and is not
VTSS—esident, VSM automatically recalls the migrated VTV to the VTSS.
Figure 2 on page 4 showsthe VTV migration/recall cycle.

l]g Note: VSM supports dynamic sharing of RTDs between VTSSs. Note, however,
that when VTSSs share RTDs, the VTSSs must have accessto all the same
hosts.

Also notethat VSM doesnot support dynamic sharing of transports between VSM
and MVS. That is, atransport cannot simultaneously be online to both MV S and
to VSM asan RTD. Y ou can, however, manually vary atransport onlineto MVS
and offlineto VSM and vice versa.

Chapter 1. VSM Overview 3
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Migration/Recall Cycle

8

VTSS Virtual
Mount

Migration
9 Recall

Virtual Mount
data set written to VTV

Virtual Dismount,
VTV resident on VTSS

VTV recalled
to VTSS

VTV is collected
with other VTVs

Real Mount,
VTVs stacked on MVC, Fﬁg?;ﬁﬂcﬂu\%{?r
eal Dismount

Figure2. VTV Migration/Recall Cycle

Thefollowing sections provide moreinformation about VTV migration and recall,
MV C space reclamation, VTCS and NCS enhancements, VTV consolidation, an
overview of how to export and import data, and an overview of Clustered VTSS

configurations.
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VSM automatically manages VTSS space and migrates VTV s as follows:

1
2.

You route data setsto VSM.

VTCSmountsaVTV onaVTD, writesthe data set to the VTV, then
dismountsthe VTV, which is now VTSS—esident.

Disk Buffer Utilization (DBU) is the percentage of space used on aVTSS
compared to its capacity. VTCS starts automigrating VTV's once the DBU
reaches or exceeds the High Auto Migration Threshold (HAMT) or the
number of VTV s exceeds 97,000 (for VSM2s and VSM 3s) or 291,000 (for
V SM4s). Automigration continues until the Low Auto Migration Threshold
(LAMT) isreached.

Note: VSM will initially start anumber of automigration tasks according to
the workload characteristics within the limits of the MINMIG and MAXMIG
values. During the migration process, VTCS continuously adjusts the
number of tasks based onthe DBU, the HAMT, and the migration target (the
LAMT or the migrate-to-threshold value).

VTCS selects VTV s for automigration in three modes, normal, high and
space release:

*  Whilethe DBU isbelow or equal to the High Automatic Migration
Threshold (HAMT), VTCS operatesin normal mode. In this mode,
VTCS selects VTVsfor migration that are least likely to be re-
referenced (based on VTV age) but also considers VTV size and any
recommendation for the residency time of each individual VTV
(RESTIME). VTCS migrates the selected VTVs and deletes the VTSS-
resident copies until DBU reaches the Low Automatic Migration
Threshold (LAMT).

e IftheDBU exceedsHAMT but islessthan 95%, VTCS switchesto high
mode. As DBU approaches 95%, VTCS progressively more heavily
weights VTV size versus age to select VTVsfor migration. VTCS
continues to consider any RESTIME recommendations. VTCS migrates
the selected VTV s and deletes the VT SS-resident copies until DBU
reachesthe LAMT.

« If the DBU reaches 95%, VTCS switchesto space release mode. In this
mode, any VTV that isresident but already migrated isfirst deleted from
the VTSS, after which VTCS only migrates VTVs on a size basis until
the LAMT isreached. VTCS does not honor any RESTIME
recommendations in space release mode.
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Note: You can also use MIGRATE to do demand migrations.

If you demand migrate specified VTVs, VTCS will start a single migration task.
A migrate-to-threshold triggers automigration for the specified VTSS and
temporarily setsthe LAMT to the specified threshold value. The number of
migration tasks is determined as described in Step 3. on page 5.

Y ou can also specify that VTCS immediately schedules VTV sfor migration on
dismount. Just as with automatic migration and demand migrate-to-threshold,
immediate migration spawns one or more migration requests per VTSS within the
limits specified by the CONFIG VTSS MINMIG and MAXMIG parameters.

Hint: By default, in mixed-mediaVSM systems, VTV automatic and demand
migrations go to MV Cs by mediatype in this order:

1. STANDARD

2. ECART
3. ZCART
4. STKIR

5. STK2Por STK2

Y ou can specify the media and ACS preferencing for migration via the Storage
Class(es) specified on theMIGpo1 parameter of theMGMTc1as control statement. To
optimize recall processing in mixed-media systems, ensure that your MV C pooal
has at |east one media type compatible with each RTD type.

6 VTCSAdministrator’'s Guide



How VSM
Automatically
Recalls Migrated
VTVs

1st Ed., Rev. D

If the host requests a specific mount of a VTV whose most current copy isVTSS
resident, VSM mountsthe VTSS resident copy of the VTV. Otherwise, VSM
automatically recallsthe VTV asfollows:

1

For duplexed VTV s managed by Advanced Management Policies, VTCS
selects the MV C to recall from asfollows:

* |f oneMVC ismounted, VTCS sdlectsthat MV C.

e If neither MV C ismounted, VTCS selectsthe MV C from the first
Storage Class specified by the MIGpo1 parameter of the MGMTc1as
statement. If the MV C in the first Storage Class is marked in error,
VTCS selects the MV C from the second Storage Class specified by the
MIGpol parameter.

VTCS selectsan RTD connected to the VTSS containing the VTD specified
in the mount request.

VTCS directs HSC to mount the MV C on the selected RTD.
VTCSrecallstheentire VTV from the MVC.

VTCS directs HSC to dismount the MV C (unlessit is needed for another
VTV recdl request).

VTCS mountsthe VTV on the VTD.

The host accesses the VTV. If the host changes the contents of the VTV,
VTCS marksthe VTV space on the MV C as available for reclamation.

At the end of the job, the host unloads the VTD.

Note: You can also use RECALL to do demand recalls.

Also notethat by default, VTCS recalls VTVs with read data checks. For
example, if an MV C isdefective, only part of aspecific VTV may be readable, but
VTCS still recalls the readable portion, which creates a“partial” VTV in the
VTSS. If aVTV with read data checks contains critical data, you may choose to
recall just the readable portion, or you may choose to only recall complete VTVs.
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How VSM
Automatically
Reclaims MVC
Space

VSM uses automatic space reclamation processing (which runs once an hour) to
reduce MV C fragmentation and increase avail able space. V SM reclaims space one
MV C at atime by copying only current VTV's from the selected MV C to the
VTSS, then copying these VTV s back to a second MV C. VSM copies only those
VTVs placed after the first open space on the MV C, which saves /O cycles. Ina
multi-V TSS environment, VTCS attempts to balance the recall and migration
tasks required for reclamation across all VTSSs. Note EXPORT marks exported

MV Cs as readonly, so they are not candidates for space reclamation.

You can use RECLAIM to do demand reclamations.

Hint: By default, for automatic and demand space reclamations, VSM copies
VTVsfrominput MVCs by mediatypein thisorder:

1. STANDARD

2. ECART
3. ZCART
4. STKIR

5. STK2Por STK2

By default, for automatic and demand space reclamations, VSM copiesVTVsto
output MV Cs by mediatypein this order:

1. STK2Por STK2

2. STKI1R
3. ZCART
4, ECART

5. STANDARD

Y ou can specify the mediaand ACS preferencing for output MV Cs for
reclamation viathe Storage Class(es) specified on theMIGpol1 parameter of the
MGMTc1as control statement. Note that for output MV Csfor reclamation, the media
preferencing is the opposite of the order specified for the Storage Class. To
optimize MV C space use in mixed-media systems, ensure that your MV C pools
have at |east one media type compatible with each RTD type.
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During adrain process (MVC drain or space reclamation), VTCS maintains data
integrity and availability by not altering the MV C reference in the VTV record
until that VTV has been recalled and successfully migrated to anew MVC. In
addition, VTCSimmediately migratesV TV srecalled by adrain processinstead of
alowing Automatic Migration to migrate the VTVs. If adrain operation does not
complete (is cancelled, the system fails, and so forth), you must rerun the drain
operation, but al in-transit VTVswill still point to the MV C that was being
drained. If aVTV isduplexed and one MV C isin error, VTCS recallsthe VTV
from the aternate MV C and immediately migrates the VTV without waiting for
subsequent processing of the in-error MV C.

Note that, for both MV C drains and space reclamations, VTCS does a
Management Class lookup after the recall phase, and honors any Management
Class changeswith thefollowing restriction: whereaMIGPOL indicatestwo Storage
Classes, these two Storage Classes are treated as an ordered list, and only the
Storage Class associated with the corresponding location in the MV C list as
depicted inaV TV report or the output of DISPLAY VTV will be used. That is, if the
MV C shows as the first MV C associated with the VTV prior to the drain/recall,
the VTV will bemigrated to an MV Cin the Storage Classthat isfirst in theMIGPOL
list.
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VSM Basic and HSC provides the Basic Management Feature that enables the MGMTc1as control
Advanced statement NAME, ACS1ist, IMMEDmig, DUPTex, and DELSCR parameters.
Management —_ .

Featugrjes The Advanced Management Feature, which is available as a chargeabl e feature,

enables the Basic Management Feature plus:

The STORc1as control statement; for more information.

TheMGMTclas control statement MIGpol, RESTIME, CONSRC, and CONTGT, and
REPLICAT parameters.

EXPORT and IMPORT.

The Advanced Management Feature, therefore, extends VSM Management Class
function and enables VSM Storage Classes as described in “VSM Management
and Storage Classes’ on page 11. EXPORT and IMPORT let you create portable

MV Cs to move data from one VSM system to another.

Using the Advanced Management Feature, you can:

Control media selection for migration, reclaim, and consolidation.
Select the location for consolidation input.

Specify preferred VTSS residency time for VTVs.

Group or segregate workloads on MV Cs.

Quickly move dataon VTVsand MV Cs between VSM systems.
Create and manage Clustered VTSS configurations.
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VSM Management and Storage Classes provide the following VTV management
capabilities:

V SM Management Classes specify how VTCS manages VTVs. The
MGMTc1as control statement definesaVSM Management Class and its
attributes. For example, the DELSCR parameter of the MGMTc1as statement
specifies whether VSM deletes scratched VTV s from the VTSS.

VSM Storage Classes specify where migrated VTVsreside. The HSC
STORc1as control statement definesaVVSM Storage Class and its attributes.
For example, the MEDIA parameter of the STORc1as statement specifiesa
preference list of MV C mediatypes. To control the output MV C mediaand
ACS location for consolidation, for example, you can specify a Storage
Class with the desired attributes on the CONTGT parameter of the MGMTc1as
statement.

For more information about VSM Management Features, see “VSM Basic and
Advanced Management Features’ on page 10. For more information about the
V SM policies available through VSM Management and Storage Classes.

Note: You can use the VTVMAINT utility to change a VTV's Management and
Storage Class.

Y ou can use EXPORT and IMPORT to move VTVson MV Csfrom one VSM system
to another, where each system has its own unique resources, including different
CDSs. EXPORT and IMPORT, therefore, give you the ahility to create portable MV Cs
that you can useto move VTV sfrom one system to another. For moreinformation,
see “Exporting and Importing VTVS’ on page 40.
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Clustered VTSS
Configurations

Clustered VTSS configurations consist of a Primary VTSSand a Secondary VTSS

connected by one or more cluster links (CLINKS). Figure 3 showsasingle ACS

clustered VTSS configuration and Figure 4 on page 13 showsadual ACSclustered

VTSS configuration. Y ou can use the MGMTc1as statement REPLICAT parameter

(which requires the Advanced Management Feature) to direct the Primary VTSS

toreplicate (copy) aVTV to the Secondary VTSS viaacluster link (CLINK). If
the Primary VTSS becomes unavailable, you can use the VARY VTSS to vary it
offlineto VTCS. Y ou then vary the Secondary VTSS s VTDs onlineto MVSto

continue the workload. The Secondary, therefore, acts asa*“warm standby” to the

Primary VTSS.

Compared to a non-clustered configuration, a Clustered VTSS configuration can
provide enhanced data availability (business continuance) and enhanced disaster
recovery capability (business resumption) for your VSM system.

For more information, see “Implementing a Clustered VTSS Configuration” on

page 47.
Clustered VTSS
Single ACS Configuration
MVS
Host
Primary and
Secondary
cDs
Nearlink Connection for VTV Replication
VTSS1 - VTSS2 -
Primary VTSS Secondary VTSS

ACS00

Figure 3. Single ACS Clustered VTSS Configuration
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Clustered VTSS
Dual ACS Configuration

00

Primary and
Secondary
CDs

MVS
Host

Nearlink Connection for VTV Replication
VTSS1 -

Primary VTSS

VTSS2 -
Secondary VTSS

RTDs RTDs

ACSO00 ACS01

Figure4. Dual ACS Clustered VTSS Configuration
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How VSM Measures Sizes and Capacities
VTCS usesthe binary standard rather than the decimal standard in displaying and
calculating sizes and capacities. Thus:
* 1kilobyte=1024 bytes
* 1 megabyte=1024 kilobytes or 1024* 1024 bytes
» 1 gigabyte=1024 megabytes or 1024* 1024* 1024 bytes
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Chapter 2. Managing VSM

This chapter tells how to do the following VSM management tasks:

“Managing VTSSsand VTDs’ on page 17

“Managing VTVS’ on page 18

“Managing MV Cs’ on page 20

“Managing RTDs’ on page 26

“Doing CDS Maintenance and Recovery” on page 29
“Expanding Your CDS’ on page 33

“Doing Demand Migrations, Recalls, and Space Reclamations’ on page 35
“Sharing Transports Between VSM and MV S’ on page 36
“Exporting from a Source VSM System” on page 43
“Importing into a Target VSM System” on page 45
“Implementing a Clustered VTSS Configuration” on page 47
“Resolving Common VSM Problems’ on page 68

“VSM Management Tools’ on page 16 lists these tools and cross-references the
sections of this book that describe these tools.

Warning: The extended format CDSisrequired for VTCS 5.1.0 with VSM4s
configured with greater than 64 VTDs and/or greater than 16 RTDs. You must use
the HSC 5.0 or higher MERGEcds utility to convert the CDS to extended format.
Notethat after you convert the CDSto extended format, you cannot run VTCS
4.0.0 or lower against the converted CDS. For more information, see “ Converting
the Formatted CDS to Extended Format” in Chapter 5 of VTCS Installation and
Configuration Guide.
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VSM Management Tools

V SM provides the following management tools:

MV C reports.

MV C pool summary reports.

VTV reports.

MVCMAINT and VTVMAINT.

Query.

VTCS messages, see Virtual Tape Control System Messages.

In addition, if you have ExPR installed, use ExPR reports to help manage your
system, and if you have EXLM installed, you can use it to help manage MV C
availability. Y ou should also use your tape management system data set reportsto
help manage VSM.
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Managing VTSSs and VTDs

Use the following guidelines to manage your system’s VTSSsand VTDs:

Periodically review your VTSS management policies.
Monitor VTD status with Query VTD.

Monitor DBU and VTSS policies with Query, EXPR reports, and VSM
messages.

Monitor migration status with Query and, if necessary, use SET MIGOPT to
change AMTs or MINMIG or MAXMIG settings.

AMT settings are your primary tool for managing VTSS space and VTV
migration.

Consider the effect apolicy has on VTSS space. For example, setting
IMMEDmig DELETE on the MGMTclas statement ensures that VSM quickly
migratesjobsin that classto MV Cs and conserves VTSS space. Note,
however, that immediately migrating VTV s uses MV C space more rapidly.

Consider doing demand migrations to supplement automatic migration; for
more information, see “Doing Demand VTV Migrations’ on page 35.

Ensure that you maintain sufficient free MV Cs and usable MV C space; for
more information, see “Managing MVCs’ on page 20.

Ensure that you have sufficient RTDs available, for more information, see
“Sharing Transports Between VSM and MV S’ on page 36.

If you physically remove a VTSS from your configuration, rerun CONFIG.

Note: Beforeyou removetheVTSS, ensurethat you migrate and delete al
copiesof VTVsfromthat VTSS so these VTV scan berecaled to adifferent
VTSSin your system.

If aVTSSfailsor youwant totakeit offlinefor service, you canrecal VTVs
migrated from the failed VTSS to an dternate VTSS.
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Managing VTVs

Use the following guidelines to manage your system’sVTVs:

Periodically review your VTV management policies.

Note: You can use the VTVMAINT utility to change a VTV’s Management
Class.

Ensure that you have sufficient VTVs. Use Query and VTV reportsto
monitor VTV status.

If you need more VTVs, do one of the following:

Free VTV volsers by scratching VTVswith data that is not current.

Change your TAPEREQ statements or SM Sroutinesto temporarily reroute
tape work to Nearline HSC processing until you can define additional
VTVs.

Use CONFIG to add VTVs.

VTVsrequire additional definitions besides the CONFIG VTVVOL statement.
Manage VTV scratch status:

If you use scratch subpools for VTVs, manage them as described in the
guidelinesin VTCSInstallation and Configuration Guide.

Use Query, VTV reports, and tape management system reports to
monitor VTV scratch status.

Use the HSC scratch utilities or the EXLM SYNCVTV function to scratch
VTVswith datathat is not current.

Use CONFIG to add scraich VTVs.
Use the HSC Operator commands to manage VTVs.
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* Manage VTV accessibility by ensuring that VTV s that are frequently

referenced are VT SS-resident:
* Review your migration policies, especially the settings for thefollowing
parameters:

e TheDELSCR parameter of the MGMTc1as statement.
* TheRESTIME parameter of the MGMTc1as statement.
* The IMMEDmig parameter on the MGMTclas statement.

o If these VTVsarenot VTSS-resident, consider doing demand recalls
before the data is needed; for more information, see “Doing Demand
VTV Recalls’ on page 35.

Hint: VSM supports host based tape stacking methodol ogies, which you do not
have to disable to use VSM. However, because VSM provides avolume stacking
solution, StorageTek does not recommend that you implement a stacking
methodology with VSM if you are not already using a stacking methodol ogy.
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Managing MVCs

Use the following guidelines to manage your system’s MV Cs:

Periodically review your MV C space reclamation palicies.

Ensure that you have sufficient free MV Cs and sufficient usable space on
MV Cs that contain some VTVs. Use Query and MV C reports to monitor
MV C status.

Note: MV Csthat contain VTV sthat have a Storage Class cannot be used
for migration of VTVsin other Storage Classes. In addition, some free
MV Cs can be limited to specific Storage Classes based on the MVC ACS
location or media type. Use the MV C report to manage these restrictions.

Running out of free MV Cs and/or usable MV C space can cause any of the
following:

e Migratesfail. As soon as MV C space becomes available, automatic
migration will restart, but you must restart any failed manua migrations.

»  Unexpected automatic MV C space reclamation starts, which ties up
RTDs and slows VTV migration and recall response time.

* Intervention isrequired on all output VTDsif aVTSS's DBU reaches
100% DBU. If thisoccurs, you must add or make available more MV Cs.

If you need more free MV Cs or usable MV C space, do one or more of the
following:

* Review your current policies and adjust asneeded. You may be ableto
create free MV Cs or free space on MV Cs by changing these policies.

* FreeVTV volsers by scratching VTVswith data that is not current,
which marks MV C space for reclamation.

«  Consider doing demand reclamation to free space; for more information,
see “Doing Demand MV C Space Reclamations’ on page 35.

* If necessary, add MV Cs as described in “Adding MV Cs to the MVC
Pool” on page 22.

If you have EXLM installed, ensure that EXL M does not move or gject your
MYV Cs or update their HSC scratch status; for more information, see*Using
ExLM with VTCS (All Versions)” in Chapter 2, “Using EXLM to Manage
Nearline and VTCS Resources’ of EXLM System Administrator’s Guide.
Note that you can use EXLM LSM groupings to move MV Csinto LSMs
with RTDs attached.
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Compare the volsers on the MV C Summary Report to an HSC Volume
Report. Are the MV Cs actually in the ACS?If not, you must either reenter
or replace any MV Cs not listed on the HSC Volume Report. For more
information about the Volume Report utility, see Chapter 5, “ Utility
Functions” of the HSC System Programmer’s Guide for MVS.

Clear non-data check errorsfor MV Cs as described in “ Temporarily
Removing MV Cs” on page 24. Remove and replace MV Cs with data check
errors as described in “ Permanently Removing MV Cs’ on page 23. This
procedure al so tells how to remove an MV C from VTCS use and return it to
Nearline operations.

For 9840/T9940 media:

e VTCS automatically detects media end-of-life and sets the RETIRED
statusto ON. Alternatively, you can use SMF or LOGREG data to detect
MV Cs approaching end-of-life and use MVCMAINT to manually set
RETIRED ON. See*Removing MV Csfrom the Pool” on page 23 for
information about removing “retired” MV Cs from the pool.

You can also use MVCMAINT to set RETIRED OFF for MV Cs erroneously
marked as retired.

* VTCSautomatically detects an invalid Media Information Region
(MIR) and sets the INVLDMIR statusto ON. You can recover the MIR by
using either the utility available through the operator panel for the
transport or by using the utility available through MPST. After you
recreate the MIR, you can use MVCMAINT to set INVLDMIR OFF for the
MVC.

e IfanMVCisretired or hasaninvalid MIR, it is depreferenced for
migrate processing. For recall processing, aninvalid MIR will cause the
aternate MV C (if available) to be selected.

 TheMVCreport, MVC Pool Report, and Query MVC report “retired” and
invalid MIR status.
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Adding MVCs to the
MVC Pool

Y ou can often create free MV Cs or free MV C space as described in “Managing
MVCs” on page 20. Y ou may still, however, occasionally need to add MV Csto
your MV C pooal to increase the available MV C space.

If you have defined MV Csvia CONFIG that you are not using because they are not
defined on your MVCPoo1 statements, update your MVCPoo1 statementsto expand the
range of in-use MV Cs as shown in the following procedure. Otherwise, rerun
CONFIG to define new MV C ranges, then do the procedure below.

Note: If you must rerun CONFIG to define new MV C ranges, you must restart
VTCS/HSC after you rerun CONFIG.

To add MVCstothe MVC poal by updating your MVCPoo1 statements:
1. Edit thedata set that containsyour system’sMVCPool statements.

2. AddMvCPool statementsfor thenew MV Cs (or update your existing
MVCPool statements) and save the data set.

3. Run the VT MVCDEF command on all hoststo activate the updated data
Set.

Note: MV Csrequire additional definitions besidestheMVCPool statements.
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Occasionally, you may want to remove MV Csfrom your system’s pool. As
described in the following section, you typically temporarily remove an MV C to
clear non-data check errors, and you permanently remove and replace an MVC
with data check errors.

If an MV C report or Query shows errors datacheck errorsfor the MV C, VSM will
not migrate to the MV C. You must aso remove MV Csfrom the pool for export as
described in “Exporting from a Source VSM System” on page 43. Remove the
MV C from the pool and replace it as described in the following procedure. You
can aso use this procedure to remove MV Cs that do not have errors and return
them to Nearline use.
Toremovean MVC from the pool and replace it, do the following:

1. Edit thedata set that containsyour system’sMVCPool statements.

2. DeletetheMvCPool statementsfor the MV Csyou want to remove and
save the data set.

3. Run the VT MVCDEF command on all hoststo activate the updated data
Set.

4. Enter MVCDRain Eject todrain and “logically” €ject the MVCs.

If the drain fails and the failure is a data check, continue with Step 5. If the
drain fails and the MV C label was overwritten, go to Step 6. If the drain
succeeds, go to Step 7.

5. Audit theMVC.

The audit will fail, but will identify the bad section of the tape. Go back to
Step 4 and rerun the drain, which will work backwards from the end of the
tape, avoiding the bad section.

6. RenitializetheMVC.

Caution: If youreinitializethe MV C, you canreuseit, but you cannot recall
VTVsfrom that MVC.

7. Enter an HSC Eject command to g ect the MV Csfrom the ACS.

For more information, see HSC/MVSOperator’ s Guide. 1f theMVC hasno
datacheck errors and you want to return it to Nearline operations, go to Step
10. Otherwise, continue with Step 8.

8. Removethe Nearline definitions, security restrictions, and tape
management system restrictions you defined for the MV C.

9. Replacethe MV C if necessary.
10. Changethe external bar codelabel on the cartridge.

You must change the external bar code |abel, because the original MV C
volsersareretained in the CDS, and these volsers are only available for use
asMVCs.

11. Reenter the cartridgeintothe ACS.
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The volume is now available to Nearline operations, but is not availableto
VTCS. This concludes this procedure.

Temporarily If an MV C report or Query shows errors other than data check errorsfor the MV C,

Removing MVCs an MV C drain clears most of these errors. You may want to use the following
procedure to temporarily remove the MV C from the pool, then put it back into the
pool.

|:> To clear non-data check errorsfrom an MVC, do the following:
1. Enter MVCDRain Eject for the MV C to makeit unavailableto VSM.

You can also use MVCMAINT to make the MV Cs unavailable by marking them
read-only.

2. Rerunthe MVC report or reenter Query.

If MVCDRain cleared the errors, continue with Step 3. Otherwise, use the
procedure in “ Permanently Removing MV Cs’ on page 23.

3. Enter aMVCDRain for the MV C.

Entering MVCDRain without the EJect parameter for the MV C makesiit
available again.
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In multi-ACS VSM configurations, especially where you have different VTSS
connectionsto each ACS, you can move MV Csfrom one ACSto another to make
more MV C space available to one or more VTSSs.

To move MV Csfrom one ACSto another:

1. EjecttheMVCsfrom thefirst ACS, then enter them into the second
ACS.

For more information, see HSC/MVS Operator’s Guide.

2. Enter theVvT MVCDEF command to reload theMVCPoo1 statements.

Managing MV Cswhen the LSM isin manual mode isjust like managing any
Nearline volumein this situation. For moreinformation, see“LSM Manua Mode
Procedures’ in Chapter 3, “Operating an Automated Cartridge System” of HSC
Operator’s Guide for MVS. In manual mode, the transport display panel
dternately displays the volser and cell location of the requested volume for both
RTDs and Nearline transports that are not RTDs.

In automatic mode, the transport display panel aternately displaysthe volser and
cell location of the requested volume for RTDs, but displays only the volser for
Nearline transports that are not RTDs.
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Managing RTDs

Use the following guidelines to manage your system’s RTDs.

If VTCS detects aread/write error on an MVC, VTCS will swap the MVC
to another RTD to verify the MV C media. StorageTek recommends,
therefore, that for each MV C mediatype you have at least two compatible
RTDs available at all times. You can use the Query RTD to check RTD
availability, Query TASKs to monitor tasksassociated with RTDs, and Cancel
to cancel processes that use RTDs. Note that, depending on your
configuration, RTDs may be available to multiple hosts, so you need to
check RTD availability for each host.

Caution: If you cancel atask associated with migration scheduler (either
with theMIGrate parameter or by specific process ID), thistask will
terminate but migration schedul er will start another migration task at its next
timer interval. You can, however, use migrate-to-threshold to stop
automigration by specifying avalue greater than the current DBU.

Note that VTCS balances requests that require RTDs by giving each request
avariable timeto complete; if the request does not complete in thistime,
VTCS dlocates the RTD to another queued request. If, therefore, many
requests are queued for RTDs, all requests can take longer to process
because VTCS is mounting, dismounting, and repositioning MV Csinstead
of reading from or writing to them. The short term solution, as above, isto
use Query RTD to check RTD availability, Query TASKs to monitor tasks
associated with RTDs, and Cancel to cancel processes that use RTDs. The
long term solution isto review your VSM policies, all of which affect RTD
use.

See “Changing RTD Device Types’ on page 27 for more information about
changing your system’s RTDs from one transport type to another.

Also see*Resolving Common VSM Problems” on page 68, which tellshow
to resolve common problems involving RTDs.
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Usethefollowing procedureto change RTD devicetypes. For example, you would
usethisprocedureif you change your system’s RTDsfrom 9490 transportsto 9840
transports.

To change RTD device types, do the following:

1

Review your VSM policies.

For example, you may want to change your MV C reclamation policies for
the new MV C mediartype.

If your transports and media are new, ensure that they have been
defined to MVSand Nearline.

Caution: Do not vary the new transports onlineto MV S! Otherwise, they
can be allocated as Nearline transports, and write Nearline data to volumes
that you want to use as MV Cs.

Rerun CONFIG to add some of the new RTDsto your system.

For example, if you had eight 9490s attached to aVTSS, remove the
definitions for six 9490s, |eave definitions for two 9490s (to complete the
drain in Step 4), and add the definitions for six 9840s.

Note: You must specify the RESET parameter to change RTD definitions.
Edit the data set that containsyour system’sMVCPool statements.

DeletetheMvCPool statementsfor the MV Csyou used with theold RTDsand
create MVCPoo1 statements for the MV Cs you will use with the new RTDs.

In this example, you removetheMVCPoo1 statementsfor the MV Csyou used
with the 9490s, then create MVCPoo1 statements for the MV Cs you will use
with the 9840s.

Run the VT MVCDEF command on all hoststo activate the updated data
Set.

Enter MVCDRain Eject todrain and “logically” gect theold MVCs.
In this example, you drain the MV Cs you used with the 9490s.

If the drain fails and the failure is a data check, continue with Step 7.
If the drain fails and the MV C label was overwritten, go to Step 8.

If the drain succeeds, go to Step 9.
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10.

11.

12.

13.

Audit theMVC.

The audit will fail, but will identify the bad section of the tape. Go back to
Step 4 and rerun the drain, which will work backwards from the end of the
tape, avoiding the bad section.

ReinitializetheMVC.

Caution: If youreinitializethe MV C, you canreuseit, but you cannot recall
VTVsfrom that MVC.

After you drain or reinitialize all MVCs, rerun CONFIG to add the
remaining new RTDsto your system.

Also remove any remaining definitions for the old RTDs.
Enter an HSC Eject command to g ect the MV Csfrom the ACS.
For more information, see HSC/MVS Operator’s Guide.

If the MV C has no data check errors and you want to return it to Nearline
operations, go to Step 12. Inthisexample, if you want to retain the 9490sfor
Nearline operations, you can return the MV Cs you used with the 9490s to
Nearline use.

Otherwise, continue with Step 11. For example, if you remove the 9490s
from your configuration, you also want to remove the definitions of the
MV Cs you used with the 9490s.

Remove the Nearline definitions (such as VOLATTR statements), security
restrictions, and tape management system restrictions you defined for
theMVC.

Change the external bar code label on the cartridge.

You must change the external bar code label, because the original MV C
volsersareretained in the CDS, and these volsers are only available for use
asMVCs.

Reenter thecartridgeintothe ACSand create any Nearline definitions,
security restrictions, and tape management systemsrestrictions
required for use asa Nearline volume.

The volume is now available to Nearline operations, but is not available to
VTCS. This concludes this procedure.
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Doing CDS Maintenance and Recovery

StorageTek recommends the following guidelines for CDS maintenance and
recovery inaVSM system:

Ensure that the CDS is backed up at least daily, and more often if possible
(VTV and MV C changestypically occur throughout the day and cause CDS
changes).

If you lose the primary CDS and are recovering from a backup copy, make
sure to use the most recent copy.

A VTCS audit is not a substitute for frequent backup of the CDS. A VTCS
audit will regain access to your VSM resources, but in general it will not
completely reconstruct the VSM recordsin a CDS. For example, if you
delete al copies of the CDS, an audit will not recreate any Management
Class definitions. Therefore, StorageTek strongly recommends that you do
not delete all copies of the CDS, then run aVTCS audit!

If you have lost all copies of the CDS, use the procedure described in
“Recovering from Losing All Copies of the CDS’ on page 31.

If the primary CDS isintact but you lost information about some VSM
resources, use the procedure described in “Recovering from Losing
Information about Some VSM Resources’ on page 32.

For example, you would use this procedure if VTCS and HSC abended
while applications were writing VTVsto the VTSS and VTCS was doing
migrate, recall, and/or reclaim operations. In this situation, VTV and MVC
reports can help identify the lost information.

You would a'so use this procedure if the VTSS lost power. In this situation,
the SY SLOG can help identify any MV Cs mounted at the time of the power
outage.

A VSM audit of all MV Cswill audit MV Cs defined with CONFIG MVCVOL
statements even if they are not specified in the MVCPoo1 statements. If these
volumes are not in an ACS that VTCS accesses, HSC issues message
SLS21261 to prompt the operator to enter these volumes. If the volume does
not exist or is not available, the operator should reply “1” (ignore). If the
operator doesnot reply tothismessage, VTCStimesout withthisMV C after
20 minutes and continues with the next MV C.

Note that VSM does not support copies of the CDS at multiple sites (for
example, Primary CDS at one site and Secondary at another). A link failure
would alow the two sites to run independently, and VSM cannot enforce
separation of al resources. This preventsreconciliation of the two divergent
CDSs as can be accomplished in a pure NCS environment.
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If you audit an export MV C, VTCS processes the VTVsonthe MVC as
follows:

* VTVshavean MVC1 and MVC2 field in the CDS. If the VTV’stime
and date stamp matches the CDS and the MV C1 and MV C2 fields are
empty (the VTV has not been migrated), VTCS marksthe audited VTV
as current, fillsin the empty MVC1 or MVC2 field, marksthe MV C as
read-only and as a consolidation MV C, and issues warning messages.

e If the VTV'stime and data stamp matches the CDS and the MV C1 and
MV C2fieldsarefilledin, VTCSignoresthisVTV copy. If all VTVson
the MV C arein this state, VTCS marks the MV C as empty and read-
only, and issues warning messages.

e If the VTV’stime and date stamp does not match the CDS, VTCS
ignoresthis VTV copy.

When HSC and V SM audits complete, run the HSC scratch conversion
utility (SLUCONDB) or the EXLM SYNCVTV function. Also ensure that the CDS
is backed up at this point.

Do not use VTV sto back up the CDS!
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Usethefollowing procedureto recover aVV SM system after losing all copies of the

CDS.

To recover after losing all copies of the HSC CDS and updatethe MVC and
VTV information, do the following:

1

Torecover the HSC CDS, audit thelibrary.

For more information about the HSC AUDIT utility, see Chapter 5, “ Utility
Functions” in the HSC System Programmer’s Guide for MVS.

Update your system’s MV C pool definition to load a null MVC poal.

A null MV C pool prevents migrations, consolidations, recalls, and space
reclamations, which ensuresthat MV Csare not overwritten during the audit.

Prevent applicationsfrom writing datato or reading data from existing
VTVsduring the audits.

Applications can write new VTVsto the VTSSsif the TMS s correct and
sufficient VTSS space exists.

To updatetherecovered CDSwith your VSM syssem’sMVC and VTV
information, do a full VSM audit.

When VTCS encounters VTV s with the same volsers, VTCS determines
which volume is the most current and uses that VTV. VTCS marks not
current the other copies of the VTV.

Update the scratch status of your VSM system’sMVCsand VTVs.

After the VTCS audit, VTCS assumes that all VTVs are non-scratch. After
the VTCS audit completes, run the HSC scratch conversion utility or the
EXLM SYNCVTV function.

Rerun any consolidation jobsthat may have been impacted by the loss
of the CDS.
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Recovering from
Losing Information
about Some VSM
Resources

Usethe following procedure to recover after |osing information about some V SM
resources.

To recover after losing information about some VSM resources, do the
following:

1. If necessary, recover information about HSC resources by running an
HSC audit.

For more information about the HSC AUDIT utility, see Chapter 5, “ Utility
Functions” in the HSC System Programmer’s Guide for MVS.

2. ldentify which VTVsand MVCshaveincorrect information inthe CDS.

If VTCS and HSC abended while applications were writing VTVsto the
VTSS and VTCS was doing migrate, consolidate, recall, and/or reclaim
operations, VTV and MV C reports can help identify the lost information.
Compare these reports with the most current previous detailed reports.

If the VTSSlost power, the SY SLOG can help identify any MV Cs mounted
at the time of the power outage.

3. Updateyour system’sMVC pool definition to load a pool that excludes
any MV Cswith incorrect information in the CDS.

The updated pool definition prevents migrations, recalls, and space
reclamations for these MV Cs to ensure they are not overwritten during the
audit.

4. Prevent applicationsfrom writing datato or reading data from existing
VTVsduring the audits.

Applications can write new VTVsto the VTSSsif the TMS s correct and
sufficient VTSS space exists.

To update the CDS, specify the MVCsand VTSSsfor the VSM audit.
Updatethe scratch status of your VSM system’sMVCsand VTVs.

After the VTCS audit, VTCS assumes that all VTVs are non-scratch. After
the VTCS audit completes, run the HSC scratch conversion utility or the
ExXLM SYNCVTV function.

7. Rerun any consolidation jobsthat may have been impacted by the lost
resour ce information.
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Expanding Your CDS

Asyour system grows, you may need to expand your CDS to accommodate
additional VTV and/or MV C ranges. How you expand your CDS depends on
which HSC facility you use as described in the following procedures:

* “Expanding Your CDS Using HSC RECONFIG”
e “Expanding Your CDS Using HSC MERGEcdS’ on page 34
e “Expanding Your CDS Using HSC CDS EXPAND” on page 34

. Hint: Note the following:

e For HSC 5.0 and above, the CD EXPAND command lets you expand the CDS
dynamically. Thatis, you do not have to bring down HSC and run the
SLICREAT macro if you use CD EXPAND.

»  StorageTek recommendsthat you use the MERGEcds utility over the RECONFIG
utility, because MERGEcds provides more function than available with
RECONFIG. In addition, afuture release of HSC will drop support of the
RECONFIG utility.

Expanding Your
CDS Using HSC
RECONFIG

> Toexpand your CDSusing HSC RECONFIG:
1. Run SLICREAT to format the new CDS.

2. RunHSC RECONFIGtotransfer existingdatafromtheold CDStothenew
CDs.

For more information about the RECONFIG Utility, see Chapter 5, “ Utility
Functions” of HSC System Programmer’s Guide for MVS.

3. Run VTCSCONFIGto add thenew VTV or MVC rangesto VTCS.
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Expanding Your
CDS Using HSC

MERGEcds
C.> Toexpand your CDSusing HSC MERGEcds:
1. Run SLICREAT to format the new CDS.
2. RunVTCSCONFIGtocreatetheVTCSconfiguration for MERGEcds and to
add thenew VTV or MVC rangesto VTCS.
3. RunHSC MERGEcds totransfer existing datafrom theold CDStothenew
CDs.
Expanding Your Torun CDS EXPAND, you must have three copies of your CDS. For more
CDS Using HSC information, see Chapter 2, “Commands, Control Statements, and Utilities” of
CDS EXPAND HSC Operator’s Guide for MVS,

C.> Toexpand your CDSusing HSC CD EXPAND:

1.

Run SLICREAT to create 3 new empty CDSs, which arelarger than the
current set.

Issue CDS DISABLE against the old Primary CDS.

The old Secondary becomes the Primary, the old Standby becomes the
secondary.)\

Issue CDS ENABLE against thefirst of thethree new CDSs.
It now becomes the standby.

Repeat Step 2 and Sep 3 two moretimes against the second and third
of thenew CDSs.

Now the Primary, Secondary and Standby are the new, larger CDSs.
Issuethe CDS EXPAND command.

The CDSnow contains morefreerecordsinto which VTCSCONFIG canwrite
new VSM resource records.
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Doing Demand Migrations, Recalls, and Space Reclamations

Doing Demand VTV
Migrations

Doing Demand VTV
Recalls

Doing Demand MVC
Space Reclamations

The following sections provide guidelines for doing demand VTV migrations,
VTV recdls, and MV C space reclamations.

VSM automatically manages VTSS space and migrates VTV s as described in
“How VSM Automatically ManagesV TSS Space and MigratesVTVS’ on page5.

Y ou can, however, do demand migration with either of MIGRATE. Y ou may, for
example, want to force VTV migration to free VTSS space before peak tape
processing times by doing one of the following with MIGrate:

» Doing ademand migrate-to-threshold for specific VTSSs.

* Doing ademand migrate with DELete (YES) (the default) for VTVs not
likely to be reaccessed.

With SET MIGopt, you can also lower the high AMT to force VSM to migrate
VTVs.

Y ou can also use demand migration to ensure that critical datais available and
quickly migrated to tape by running ademand migratewith DELete (NO) for VTVs
likely to be reaccessed.

Before running applications that process data sets on migrated VTV s that are not
VTSS-resident, you may want to use RECA11 to do demand recalls of these VTVs
to eliminate the delay caused by automatic recalls. Recaled VTVsarethelast to
re-migrate if they are not mounted.

Y ou can do demand recalls with RECALL; for more information.

Asdescribed in “How VSM Automatically Reclams MV C Space”’ on page 8,

V SM automatically reclaims space only one MV C at atime on each host running
reclamations. If your MV C summary report or Query showsahigh level of
fragmentation on your system’sMV Cs (and thislevel is below the value specified
ontheCONFIG RECLAIM THRESHLD parameter or theMVCPool THRESH parameter), you
may want to schedule demand MV C space reclamation as an off-hours batch job.
Space reclamation runs as a background task and should not impact normal V SM
activity.

Y ou can do demand MV C space reclamation with RECLAIM.
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Sharing Transports Between VSM and MVS

AN\

V SM does not support dynamic sharing of transports between VSM and MV S.
That is, atransport cannot simultaneously be online to both MVSand to VSM as
an RTD.

Warning: Note the following:

* You must have physical connectivity from VSM and MV S to support
sharing transports between the two. For example, you can use an ESCON
director to alow both MV S and VSM to physically connect to the same
RTD.

e Donot, therefore, use MIM, JES3, or tape autoswitch or similar facilitiesto
manage RTDs, otherwise an RTD can be brought online to both MV S and
V SM, which can cause data | oss.

If the RTD is defined to MV'S, however, you can use Vary RTD to vary the
RTD offlineto VSM, then use the MvS VARY command to vary the transport
onlineto MV S. Note, however, that varying RTDs offlineto VSM can
impact migration, recall, and reclaim processing, especially during peak

V SM workloads. Similarly, if atransportisdefined to MV Sand also defined
to VSM asan RTD, you can vary it offlineto MVS, then online to VSM.
Each VTSS must have a minimum of two library-attached transports as
RTDs for each media type used for MV Cs.

Hint: You may want to define additional RTDs as backups (up to the limit of 8
RTDs per VTSS) and vary them offlineto VSM until needed. If an online RTD
malfunctions, you can vary it offline and vary a backup RTD online until the
malfunctioning RTD is repaired or replaced. You can also vary backup RTDs
online for peak load VTV migration or recall processing.

Note: When atransport isonlineto VSM as an RTD, the logrec type OBR and
MDR records for the RTD aways show a channel path ID of 00, which has no
meaning to the host because the transport is not onlineto MVS.
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Consolidating VTVs

-

This section describes VTV consolidation and tells how to explicitly consolidate
VTVs.

Hint: Ingeneral, VTV export, which creates a manifest file that alows VTV
import, is preferable to explicitly consolidating VTVs. For more information, see

Asdescribed in “How VSM Automatically Manages VTSS Space and Migrates
VTVS’ onpage5, VSM selects VTV sto migrateto MV Cs. Y ou can, however, use
the CONSo11d to specify which VTV s are written to a consolidation MVC. VTCS
migrates VTVsto amigration MVC; consolidated VTVsand migrated VTVs are
never mixed, therefore, on the same MV C. VSM selects migration and
consolidation MV Cs from the same MV C pool.

Y outypically consolidate VTV s so that you can gject the consolidation MV C from
the ACS and vault the MV C. The VTVs are now grouped on the consolidation
MV C; to access any of the VTVsin the group from the consolidation MV C, you
reenter the consolidation MV C into the same ACS from which you gjected the
MV C. Note, however, that VTCS does not consider a consolidated VTV to be
migrated. After the VTV isconsolidated, therefore, thereisstill acopy of theVTV
either VTSS resident or migrated.

Thefollowing list summarizes how VTV consolidation works:

»  Consolidation MV Cs must be free MV Cs, where afree MV C has 100%
usable space and does not contain any VTVs.

« VTCS selectstarget MV C mediafor consolidation in this order:
1.STK2P or STK2
2.STK1R
3.ZCART
4.ECART
5.STANDARD

This mediapreferencing is the default. You can specify the ACS and media
preferencing viathe viathe Storage Class specified on the CONTGT parameter
of theMGMTc1as control statement. Note that for target MV Cs for
consolidation, the media preferencing is the opposite of the order specified
in the Storage Class.
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If you do not specify a CONTGT value, the DEFLTACS parameter of the CONFIG
determines the consolidation MV C location. Note that the DEFLTACS value
appliesto aspecific VTSS. If you are consolidating VTVsthat residein
multiple VTSS systems, therefore, VTCS may select consolidation MV Cs
in different ACSs. If DEFLTACS is not specified for aVTSS, VTCS selects
consolidation MV Csfrom the ACSwith the lowest acs-id within the ACSs
attached to the VTSS.  If you want to consolidate to a specific ACS, you
must control the placement of VTVson only VTSSs connected to that ACS.

You can use the CONSRC parameter of the MGMTc1as control statement to
specify the source MV C for consolidation of duplexed VTVs.

If there are no available free MV Cs, VTCS will issue a message requesting
the operator to add more MV Csto the MV C pool. The maximum VTVs per
MV C policy appliesto both migration and consolidation MV Cs.

A consolidation group of VTV's can span consolidation MV Cs, but asingle
VTV cannot span MV Cs.

VTCSwill only consolidate aVTV once, and will ignore subsequent
requests to consolidate the VTV.

You can consolidate VTV's by specifying a Management Class. If the
Management Classyou usefor consolidation specifiesthe DUP1ex parameter,
duplexing isignored for consolidation for this Management Class but
duplexing is supported for migration for this Management Class.

When VTCS consolidates a VTSS-resident VTV, VTCS does not consider
that VTV to bemigrated. That is, asubsequent migrate request for that VTV
causes VTCSto migratethe VTV to amigration MV C that is different from
the consolidation MV C. A consolidated VTV will not be duplexed for
migration, even if duplexing is specified for migration; only one copy will
be migrated.

Just as with migration, VTCS will not consolidate in-use, in-recovery, or
unreadable VTVs. Unlike migration, however, VTCS will not consolidate
scratch VTVs.

Consolidation MV Cs are not eligible for reclamation. Y ou can, however,
drain aconsolidation MV C as described in “Draining a Consolidation
MVC” on page 39.

The following sections further describe how consolidation worksin different
situations (for example, how VTCS consolidates a migrated VTV).
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VTCS consolidatesthe VTV on aconsolidation MV C. Asdescribed above, VTCS
will subsequently migrate the VTV to amigration MV C if so requested.

VTCSrecalsthe migrated VTV and consolidatesit. If the VTV was duplexed for
migration, the consolidation MV C will replace one of the duplexed migration
MV Csinthelist of MV C copies stored in the VTV record in the CDS. If high
AMT isreached during consolidation of migrated VTV's, VTCS will ensure that
the VTVsfor consolidation remain VTSS-resident so that they can be
consolidated.

VTCS recalls the consolidated VTV and mounts it. If the consolidation MV C is
not in an accessible ACS, the mount request fails. If the VTV ismodified while it
is mounted, then the VTV will be invalidated on any MV C (either consolidation
or migration) where it resides. Therefore, if a consolidated VTV is mounted and
modified, it is considered not consolidated after the modification, and VTCS
determines this state when it dismountsthe VTV.

Scratching a consolidation VTV has no effect on the other VTVs on the
consolidation MV C. If all VTVson aconsolidation MV C are scratched and
reused, VTCS no longer considersit aconsolidation MV C, and it isthen available
for reuse as amigration or consolidation MV C if it isin the MV C pool.

To drain a consolidation MV C, you can use MVCDRain.

VTCS processes VTVson drained consolidation MV Cs as follows:

e« IfaVTVisdready VTSS resident, then the VTV will be marked non-
current on that MV C.

* IfaVTV ontheconsolidation MV Cisalready fully migrated, thenthe VTV
will be marked as non-current on that MV C.

*  Otherwise, the VTV will berecalled asis currently done by adrain
operation; for more information see “How VSM Maintains Data I ntegrity
and Availability When Moving VTV sfrom One MV C to Another” on page
9.

After aconsolidation MV C isdrained, VTCS no longer considersit a
consolidation MV C, and it is then available for reuse as a migration or
consolidation MV C if it isin the MV C pool. A consolidation MV C can also
become empty if the last remaining VTV is modified.
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Exporting and Importing VTVs

This section tells you how to export and import VTV s as follows:
e “"How to Export and Import VSM Data: General Procedures’ on page 41
»  “Exporting from a Source VSM System”
* “Importing into a Target VSM System”
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Y ou can use EXPORT and IMPORT to move VTVson MV Csfrom one VSM system
to another, where each system has its own unique resources, including different
CDSs. To move VTVson MV Cs between systems, you use EXPORT and IMPORT to
do the following general steps.

1. Identify the VTVsand/or MVCsfor export as follows:

» If you specify the VTV or MV C volsers on EXPORT, use an EXLM, tape
management system, or VTVRPT or MVCRPT report.

» If you specify Management or Storage Classes on EXPORT, review your
Management or Storage Class definitions.

2. Run EXPORT to create amanifest file that specifiesthe VTVsand MV Cs
available for export from the source VSM system. The exported MV Cs,
which are marked readonly, are now available for gection from a source
system LSM.

Note: You can run EXPORT against an active or inactive CDS. For example,
if youloseall resources at the source VSM system except acopy of theCDS
and MV Cs containing all the source system’s VTV, you can run EXPORT
against the CDS copy at thetarget VSM system to create amanifest file, then
do an import to recreate the source system resources.

EXPORT lets you export datain either of the following two ways:

e If you specify the VTV or MGMTc1as parameters, which select VTVsfor
export, EXPORT consolidates (makes copies of) the selected VTVson
export MVCs. These copies are additional copiesand are not recorded in
the CDS. For example, if the VTV was duplexed before the export, the
CDSrecords both duplexed copies, but the third additional copy used for
consolidationisnot recorded inthe CDS. Theoriginal VTV, therefore,
are still available to the source system. You can use the data on the
original VTVs or scratch and reuse them.

« If you specify the MVC or STORc1as parameters, however, which select
MV Csfor export, the VTVs on the export MV Cs are unavailable to the
source system after gjection. You should use your tape management
system to make the VTV s unavailable.

For both types of exports, the MV Cs are marked as read-only and as
exported in the CDS.

3. After entering the exported MV Csinto atarget system ACS, you run IMPORT,
specifying the manifest file you created in Step 2 Typically, you do a
“validate” import, followed by an actual import.
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4. VTCSimports MV Cs as readonly. To make them writable, you run
MVCMAINT, specifying READONLY (OFF).

I]g Note: Moving MV Csthat contain VTV s between systems requires other work,
such as possibly resizing the CDS on the target system, changing MV C pooals,
managing VTV scratch status, defining the new VTVsand/or MV Csto the target
system via CONFIG, updating the tape management system, and so forth.

42 VTCSAdministrator’s Guide



Exporting from a
Source VSM System

C>

1st Ed., Rev. D

Asdescribed in “The Import and Export Functions’ on page 11, you can use
EXPORT to export MV Csthat contain VTV sfrom asourceVSM system. “Importing
intoaTarget VSM System” on page 45 tells how to import these MV Csinto a
target VSM system.

To export MVCsfrom a source VSM system, do the following:

1. ldentify theVTVsand/or MVCsthat you want to export asfollows:

To export VSM data by specifying VTV volsers, useaTMS, EXLM, or
VTVRPT report to identify the required VTVs.

To export VSM data by specifyingthe MV Csvolser, useaTMS, EXLM,
or MVCRPT report to identify the required MV Cs.

To export VSM data by specifying Management Classes to be exported,
review your Management Class definitions to identify the required
Management Classes.

To export VSM data by specifying Storage Classes to be exported,
review your Storage Class definitions to identify the required Storage
Classes.

2. Run EXPORT to create a manifest filethat liststhe VTVsand MVCs
available for export from the source VSM system.

Schedule the export for atime when the exported datais not being updated.

Specify the EXPORT parameters according to your VTV selection in Step 1.

To export VTVs by volser, specify them on the VTV parameter.

If you want Management Classes to determine the VTV s for export,
specify the Management Classes on the MGMT parameter.

To export MV Cs by volser, specify them on the MVC parameter.

If you want Storage Classes to determine the MV Csfor export, specify
the Storage Classes on the STOR parameter.

3. Removethe MVCsfor export from the MV C pool.

For more information, see “Permanently Removing MV CS’ on page 23.

4. Eject the MVCsfor export from a source VSM system LSM.

For more information, see HSC/MVS Operator’s Guide.
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5.

If desired, scratch or make unavailablethe exported VTVsor reusethe
data they contain.

The source system retains the CDS records of the exported VTVs and
MV Cs. The MV Cs are marked as exported in the CDS.

If selection was made by MV C on the MVC or STORc1as parameters, you
should use your tape management system to makethe VTVsunavailable. If
selectionwasmade by VTV onthe VTV or MGMTcTas parameters, you can use
the data on the original VTV, scratch and reuse them, or make them
unavailable. Use the HSC scratch utilities or the EXLM SYNCVTV function to
scratch exported VTVs.

To import MV Cs, see “Importing into a Target VSM System” on page 45.
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Asdescribed in “The Import and Export Functions’ on page 11, you can use
IMPORT to import MV Csthat contain VTVsinto atarget VSM system. “ Exporting
from a Source VSM System” on page 43 tells how to export MV Cs from a source
VSM system.

Toimport MVCsinto a target VSM system, do the following:

1.

If theVTVsand MVCsyou areimporting are not in the target system
CDS, rerun CONFIG to add these volsers.

If necessary, increase the CDS size on the target VSM system.

Prevent applications from creating or updating VTVs (and migrating
them to MVCs) on thetarget VSM system.

Enter the MV Csfor import into atarget VSM system LSM.
For more information, see HSC/MVS Operator’s Guide.
Optionally, do a*“validate” run of IMPORT.

Specify the NOUPDATE parameter and the manifest file you created in
“Exporting from a Source VSM System” on page 43.

Do an actual run of IMPORT.
For an actual import:

e Optionally, ensurethat you want to overwrite any duplicate VTVs,
then specify REPLACE (ALL) so that VTCS overwrites these duplicate
VTVs.

e Optionaly, import asubset of the MV Csor VTVsin the manifest file by
specifying the VTV or MVC parameter.

e If you want to return the MV Cs to the source system, specify
IMMDRAIN(YES) sothat VTCS drainsall imported VTVsto VTSS space.

* Do not specify NOUPDATE so that the CDS is updated.
Adjust your VTV definitions as needed.
For example, you need to define the new VTV sto the target system’'s TMS.
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7. Do oneof thefollowing:

Optionally, run MVCMAINT to make imported MV Cswritable. VTCS
imports MV Cs as readonly. To make them writable, you run the
MVCMAINT, specifying READONLY OFF.

Next, add the imported MV Csto the MV C pool. For more information,
see “Adding MV Cs to the MV C Pool” on page 22. At this point, the
MV Cs can be reclaimed, drained, migrated to, recalled from, and so
forth.

If you specified IMMDRAIN(YES) in Step 5, you can return the MV Csto
the source system.
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Implementing a Clustered VTSS Configuration
The following sections tell how to configure and manage Clustered VTSS
configurations:
*  “How Clustered VTSS Configurations Work” on page 48

o “Example Clustered VTSS Configuration (V SM3sfor Both Primary and
Secondary)”

e “"Managing Clustered VTSS Systems’ on page 61
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How Clustered VTSS  Thefollowing list summarizes how Clustered VTSS configurations work as
Configurations Work  shown in Figure 5 on page 53 and Figure 11 on page 57:

A VTSS cluster is a static configuration where one VTSS is always the
Primary and the other is always the Secondary. The Secondary VTSS can
either be at the same physical location asthe Primary or at aremote location.

Data flow isunidirectional from Primary to Secondary. That is, VTVsare
only replicated from the Primary to the Secondary, never from the
Secondary to the Primary.

In normal operation, both VTSSs are onlineto VTCS as follows:

e ThePrimary and Secondary V TSSs can be any combination of
VSM3 and VSM4 where the Secondary can be of any capacity. All
hosts must be at VTCS 5.1.0 to enable this feature. For example, all
of the following are valid:

* Primary VSM4, Secondary VSM3
e Primary VSM4, Secondary VSM4
e Primary VSM3, Secondary VSM3
e Primary VSM3, Secondary VSM4 (not recommended)

For moreinformation about CLINK ports on the Primary and CLINK
terminators on the Secondary on VSM4s, see VTCS Installation and
Configuration Guide.

e The Secondary can receive both replicated VTV's from the Primary
and non-replicate production workload by any of the standard routing
methods (for example, TAPEREQS).

Note: You need to vary the VTDs in the Secondary onlineto MVS so
that the Secondary can accept production work. However, notethat you
cannot vary online to MV S the VTD addresses used by the CLINK
terminations. VTCS uses the highest addresses of the first 8 VTDs
defined. For example, you define four CLINK s and the following VTD
addresses:

VTD LOW=5800 HIGH=583F

You cannot vary online to MV Sthe four highest order of the first eight
VTD addresses (5804 through 5807).

A VTV with REPLICAT(YES) isalocated to an online Primary VTSS unless
none areavailable; inthat case, the VTV isallocated to an online Secondary
VTSS. If no online Secondary VTSSs are available, the VTV isallocated to
anon-cluster VTSS. A VTV without REPLICAT(YES) can be allocated to any
online VTSS including the Secondary of a Full-Function Cluster.
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At dismount time, aVTV with REPLICAT(YES) that resides on a Full-
Function Cluster is queued for replication to the Secondary VTSS. If aVTV
With REPLICAT(YES) isdismounted fromaVTD inaVTSSthat isnot part of
a Full-Function Cluster, the VTV is queued for immediate migration. Note
that the replication requirements of datais determined following a
dismount, not arecall. Merely recalling aVTV will not cause areplicate —
so demand recall, MvCdrain and reclaim will not cause areplicate. However,
if the VTV isrecalled and mounted on aVTD, at dismount time it will be
replicated to the Secondary VTSS

When the Secondary VTSS receives areplicated VTV from the Primary
VTSS, the VTV isthen immediately migrated from the either the Primary
or Secondary VTSS (with the KEEP option) regardless of Immediate
Migrate Management Class settings for thisVTV. For example, if you
specify duplexing for areplicate required VTV, after replication, VTCS can
elect to migrate one copy from the Primary and one for the Secondary to
optimize VTSS and RTD use.

You can specify the source VTSS for migration of replicated VTVson the
MIGRATE parameter of the STORc1as statement. Also note that you must
specify REPLICAT(YES) on aManagement Classthat pointsto a Storage
Classwith aMIGRATE parameter value to migrate from the desired VTSS.
Otherwise, migration from the desired VTSS does not occur.

For example, your Management Class specifiesreplication and duplexing as
shown below:

MGMTCLAS NAME(VSMDR) REPLICAT(YES) MIGPOL(LOCAL,REMOTE)

You can then use theMIGRATE parameter to migrate the source VTV from the
Primary VTSSto thelocal ACS and thereplicated VTV from the Secondary
VTSS to the remote ACS as follows:

STORCLAS NAME(LOCAL) ACS(00) MIGRATE(PRIMARY)
STORCLAS NAME (REMOTE) ACS(01) MIGRATE(SECONDARY)

Caution: BecauseVTCSimmediately migratesreplicated VTV sregardless
of the MGMTc1as IMMEDmig setting, StorageTek strongly recommends that
you do not explicitly set aMGMTclas IMMEDmig policy for replicated VTVs.
If you do, VTCS honors the explicit immediate migrate request, and
immediately migrates the affected VTV from whichever VTSSisfirst
capable of performing the migration (that is, the first VTSSthat has a
resident VTV copy and an available RTD to satisfy the migrate). Setting an
explicitMGMTclas IMMEDmig policy, therefore, isredundant and may interfere
with optimal VTV replication and migration.
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Also notethat the implicit immediate migrate from the secondary with
KEEP option (due to replication) is not the same as automigration. That is
during the implicit immediate migrate, no VTVs are deleted from either
VTSSto managethe DBU. Instead, the VTVsaresimply “pre-staged” via
migration to an MV C from the secondary VTSS, leaving both VTSS buffer
contents unchanged. For space management in aVTSS cluster, VTCS
automigrates VTV s according to the space management/migration cycle of
either VTSS. If the capacity of the Secondary isgreater than or equal to that
of the Primary, automigration on the Primary deletes areplicate VTV from
both the Primary and Secondary. If the capacity of the Secondary islessthan
that of the Primary, automigration may start on the Secondary. In this case,
automigration deletes areplicate VTV from only the Secondary, leaving the
copy on the Primary still resident.

Finally, both the Primary and the Secondary VT SS can manage all space
reclamations.

A Primary VTSS has available a maximum of 8 (for VSM3) or 16 (for

V SM4) total Nearlink connections for cluster linksand RTD connections.
If, for example, onaVSM 3, you alocate 4 Nearlink connectionsfor Cluster
links, you only have available 4 Nearlink connections on the Primary VTSS
for RTD connections. If the Secondary VTSSisaVSM3, however, can use
all 8 Nearlink connections for RTD connections.

Asshown Figure 5 on page 53 and Figure 11 on page 57, you can configure
aVTSS Cluster in single or dual ACS environments. In dual-ACS
environments, both VTSSs must be connected to RTDsin both ACSs. In
addition, in dual-ACS environments, the same device types must be
represented in the RTDs attached to each ACS so that data migrated by one
VTSS can be recaled by the other VTSS.

For example, in adua-ACS Clustered VTSS environment such asshownin
Figure 11 on page 57, you might all ocate the fol lowing Nearlink connections
to optimize the use of the Primary as areplicate engine (but allow for any
required VTV recalls/migrations) and the Secondary as amigrate engine:

¢ OnthePrimary, 4 Nearlink connectionsfor Cluster links, 2 for RTDson
ACS00, 2 for RTDs on ACS01

*  On the Secondary, 4 Nearlink connections for RTDs on ACS00, 4
Nearlink connections for RTDs on ACS01

Asdescribed in “Clustered VTSS Operating Modes” on page 51, a Cluster
can support different workloads in each of four operating modes. For
example, only Full-Function Clusters can support active replication, but in
Degraded Primary Mode, you can vary the Secondary’s VTDs online to
MV S to take over the workload. You can use Query to display Cluster,
Cluster link, VTV replication, and VTSS status. You can use VARY VTSS to
change VTSS states and VARY CLink to change CLINK states.
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Activereplication can only occur in a“Full-Function” Cluster where both VTSSs
areonlineto VTCS. Table 1 describes Cluster operating modes and Table 2 on
page 52 describes how VTCS manages VTV s in each of these modes.

Cluster Operating
Mode

Primary
VTSS Sate

Secondary
VTSS State

Replication Workload Possible

FULL-FUNCTION

Online

Online

Workload goes to the Primary for VTV replication
to the Secondary.

DEGRADED
SECONDARY

Online

Offline or
Quiesced

Workload can run on the Primary. VTVsrequiring
replication, however, are alocated to the Primary
only if no other Full-Function Clusters are
available. If no Full-Function Clusters are
available, replicate requests are allocated to non-
clustered VTSSs and thereplicate VTVs are
migrated immediately with KEEP as described in
Table 2 on page 52.

When the Secondary comes back online,
VTCSreplicates any VTVsrequiring
replication that are resident on the Primary but
not resident on the Secondary. VTCS does not
recall and replicate any VTVs already
migrated and deleted by automigration.
Reconciliation also includes the

migrate/del ete actions described in Table 2 on
page 52. The Cluster is now Full-Function
again.

DEGRADED
PRIMARY

Offline or
Quiesced

Online

Workload can run on the Secondary. VTVs
requiring replication, however, are allocated to the
Secondary only if no other Full Function Clusters
are available.

Note: When the Secondary takes over the
workload, one VTD per Cluster link on the
Secondary isreserved for replication and will not
come onlineto MVS.

When the Primary comes back online, VTCS
replicates any VTV s requiring replication that are
resident on the Primary but not resident on the
Secondary (that is, VTV s that were queued for
replication but not yet replicated). VTCS does not
recall and replicate any VTVs already migrated
and deleted by automigration.

Reconciliation also includes the

migrate/del ete actions described in Table 2 on
page 52. The Cluster is now Full-Function
again.

NON-
OPERATIONAL

Offline or
Quiesced

Offline or
Quiesced

No workload is possible on this Cluster.
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Table 2. Clustered VTSS Operating Modes, VTV Allocations, REPLICAT Settings, and VTCS Actions
If the Cluster AndtheVTV And the Then VTCSdoesthefollowing at VTV dismount
Operating isallocated to REPLICAT
Modeis... aVTSSof setting is...

type...
FULL- Primary Yes Replicatesto Secondary then immediately migrates with
FUNCTION KEEP from Secondary
FULL- Primary No The VTV ismanaged by any other assigned
FUNCTION Management Class attributes (for example,
IMMEDMIG(KEEP))
FULL- Secondary No Immediately migrates with DELETE
FUNCTION
FULL- Non-cluster No Nothing
FUNCTION
DEGRADED Primary Yes Immediately migrates with KEEP
SECONDARY
DEGRADED Secondary Yes Not possible
SECONDARY
DEGRADED Non-cluster Yes Immediately migrates with KEEP
SECONDARY
DEGRADED Primary No Nothing
SECONDARY
DEGRADED Secondary No Not possible
SECONDARY
DEGRADED Non-cluster No Nothing
SECONDARY
DEGRADED Primary Yes Not possible
PRIMARY
DEGRADED Secondary Yes Immediately migrates with KEEP
PRIMARY
DEGRADED Non-cluster Yes Immediately migrates with KEEP
PRIMARY
DEGRADED Primary No Not possible
PRIMARY
DEGRADED Secondary No Nothing
PRIMARY
DEGRADED Non-cluster No Nothing
PRIMARY

52 VTCSAdministrator’s Guide




Example Clustered
VTSS Configuration
(VSM3s for Both
Primary and
Secondary)

Example: Single ACS
Clustered VTSS
Configuration

1st Ed., Rev. D

See the following sections for examples of Clustered VTSS configurations where
the Primary and Secondary are both VSM 3s:

« “Example: Single ACS Clustered VTSS Configuration”
e “Example: Dual ACS Clustered VTSS Configuration” on page 57

Figure 5 shows an example of asingle ACS Clustered VTSS system.

Clustered VTSS
Single ACS Configuration

00

Primary and
Secondary
CDS

MVS1

6 Nearlink Connections for VTV Replication

VTSS2 -
Secondary VTSS

VTSS1 -
Primary VTSS

8 Nearlink Connections
for VTV
Migrates/Recalls

2 Nearlink Connections
for VTV
Migrates/Recalls

ACS00
Figure5. Single ACS Clustered VTSS Configuration

Asshown in Figure 5, to optimize the use of the Primary as areplicate engine (but
allow for any required VTV recalls/migrations) and the Secondary as a migrate
engine the Nearlink connections are alocated as follows:

e OnthePrimary (VTSS1), 6 Nearlink connections for Cluster links, 2
Nearlink connections for RTDs on ACS00

¢ Onthe Secondary (VTSS2), all 8 Nearlink connectionsto RTDs on ACS00
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> Toconfigurethesingle ACS Clustered VTSS system shown in Figure 5. on
page 53, do the following:

1. Ensurethat your system hasthe Clustered VT SSrequirements
described in VTCSInstallation and Configuration.

2. UseCONFIG to create CLUSTER and CLINK statementsto definethe VTSS
Cluster and its connections.

Figure 6 showsthe CONFIG JCL, including CLUSTER and CLINK statements, for
this configuration. Note that on the Primary VTSS, MAXMIG is 2, which isthe
highest possible value because there are only two RTDs. On the Secondary
VTSS, MINMIG is 2 and MAXMIG is 4 to alow the Secondary to migrate
replicated VTV s and also to accept hon-replicate production workload.

//CREATECFG  EXEC PGM=SWSADMIN,PARM="'MIXED'

//STEPLIB DD DSN=h1q.SLSLINK,DISP=SHR

//SLSPRINT DD  SYSOUT=*

//SLSIN pp *

CONFIG

GLOBAL  MAXVTV=32000 MVCFREE=40

RECLAIM THRESHLD=70 MAXMVC=40 START=35

VTVVOL LOW=905000 HIGH=999999 SCRATCH

VTVVOL LOW=C00000 HIGH=C25000 SCRATCH

VTVVOL LOW=RMMOOO HIGH=RMM020 SCRATCH

MVCVOL LOW=N25980 HIGH=N25989

MVCVOL LOW=N35000 HIGH=N35999

VTSS NAME=VTSS1 LOW=70 HIGH=80 MAXMIG=2 RETAIN=10
RTD NAME=VTS18800 DEVNO=8800 CHANIF=0A
RTD NAME=VTS18801 DEVN0O=8801 CHANIF=1A
V1D LOW=8900 HIGH=893F

VTSS NAME=VTSS2 LOW=70 HIGH=80 MAXMIG=8 MINMIG=8 RETAIN=10
RTD NAME=VTS28802 DEVN0O=8802 CHANIF=0A
RTD NAME=VTS28803 DEVN0O=8803 CHANIF=0E
RTD NAME=VTS28804 DEVN0=8804 CHANIF=0I
RTD NAME=VTS28805 DEVN0O=8805 CHANIF=0M
RTD NAME=VTS28806 DEVN0=8806 CHANIF=1A
RTD NAME=VTS28807 DEVN0O=8807 CHANIF=1E
RTD NAME=VTS28808 DEVN0=8808 CHANIF=1I
RTD NAME=VTS28809 DEVN0O=8809 CHANIF=1M
V1D LOW=9900 HIGH=993F

CLUSTER NAME=CLUSTER1 PRIMARY=VTSS1 SECONDRY=VTSS2

CLINK VTSS=VTSS1 CHANIF=0E

CLINK VTSS=VTSS1 CHANIF=0I

CLINK VTSS=VTSS1 CHANIF=0M

CLINK VTSS=VTSS1 CHANIF=1E

CLINK VTSS=VTSS1 CHANIF=1I

CLINK VTSS=VTSS1 CHANIF=1M

Figure6. CONFIG example: Single ACS Clustered VTSS System
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3. Enablethe Advanced Management Feature.

The Advanced Management Feature is required to enable the REPLICAT
parameter of the MGMTc1as statement.

4. CreateaManagement Classthat specifiesVTV replication and a
SorageClassfor theMV Csthat contain thereplicated, migrated VTVs.

MGMT NAME (VSMREPL) REPLICAT(YES) MIGPOL(REPLSTOR)

Figure7. Management Class for VTV Replication

In Figure 7, Management Class VSMREPL specifies VTV replication and
migration to Storage Class REPLSTOR, which you will create in Step 5.

Note: Notethat Management Class VSMREPL does not specify an immediate
migrate policy. VTV replication automatically enforcesimmediate migrate.
The VTVsin this Management Class will be added to the immediate
migration queue on the secondary VTSS oncethe replication has completed.
For more information, see “Clustered VTSS Configurations’ on page 12.

5. Createthe Storage Classfor the MV Csthat contain the replicated,
migrated VTVs.

STOR NAME (REPLSTOR) ACS(00) MEDIA(STKI1R)

Figure8. storage Class for Replicated, Migrated VTVs

In Figure 8, the STORc1as statement defines Storage Class REPLSTOR
referenced in the MIGPOL parameter in Step 4.

6. LoadtheMGMTclas and STORc1as control statementscreated in Step 4 and
Sep 5with the MGMTDEF command.

MGMTDEF DSN (hsc.parms)

Figure9. MGMTDEF Command to Load Management and Storage Classes
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7. CreateaTAPEREQ statement toroutethedatafor replicationtoVSM and

assign Management Class VSMREPL to the data.

TAPEREQ DSN(*.PAYROLL.**) MEDIA(VIRTUAL) MGMT (VSMREPL)

Figure 10. TAPEREQ Statement to Route Critical Data, Assign Management Class

VSMREPL
In Figure 10, the TAPEREQ statement specifies:
¢ Route data sets with HLQ mask *.PAYROLL.** to VSM...
LI and assign Management Class VSMREPL that you enabled in Step 6.

Caution: Toreplicate VTVs, both VTSS1 and VTSS2 must be varied
onlineto VTCS.

Note: Also note the following:

¢ You can also use esoteric substitution via HSC or MV S/CSC TAPEREQ
statement or User Exits to route replication jobsto VSM. If an esoteric
issubstituted that spansal VTDsin all Primary VTSSsand all VTDsin
all Secondary VTSSs, then VTCS can continue to correctly influence
dlocation if aPrimary VTSS is taken offline.

e For SMC, aManagement Class name, if itisassigned in the StorageTek
DFSMS Interface, is available at alocation time. Therefore the esoteric
assigned in the interface no longer needsto contain only VTSSsthat are
part of clusters. Aslong as the esoteric contains some drives located on
the Primary of afull function cluster, SMC has sufficient information to
direct alocation to adrive on aPrimary VTSS if the Management Class
specifiesREPLICAT(YES).

e In Full-Function Mode, you may want to set MINMIG equal to MAXMIG on
the Secondary to optimize its role as a migrate engine.

8. Check your HSC PARMLIB optionsto ensurethat subtype 28 records

areenabled.

If enabled, VTSS clustering writes a subtype 28 record for each replication
performed.
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Figure 11 shows an example of adua ACS Clustered VTSS system.

Clustered VTSS
Dual ACS Configuration

0

Primary and
Secondary
CDSs

MVS1

4 Nearlink Connections for VTV Replication
VTSS1 -

Primary VTSS

VTSS2 -
Secondary VTSS

ag[link Connections

2 Nearlink Connectiorfs
for VTV Migrates/Redglls

4 Nearlink Connections

for VTV Migrates/Recalls
ple€Bnnections for

RTDs Migrates/Recalls RTDs

ACS00 ACSO01

Figure 11. Dual ACS Clustered VTSS Configuration

Asshownin Figure 11, to optimize the use of the Primary as areplicate engine (but
alow for any required VTV recals/migrations) and the Secondary as a migrate
engine the Nearlink connections are alocated as follows:

e OnthePrimary (VTSS1), 4 Nearlink connections for Cluster links, 2
Nearlink connection to RTDs on ACS00, 2 Nearlink connections to RTDs
on ACS01

¢ Onthe Secondary (VTSS2), 4 Nearlink connectionsto RTDs on ACS00, 4
Nearlink connectionsto RTDs on ACS01
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Toconfigurethedual ACSClustered VT SSsystem shown in Figure5. on page
53, do thefollowing:

1. Ensurethat your system hasthe Clustered VT SSrequirements
described in VTCSInstallation and Configuration.

2. UseCONFIG to create CLUSTER and CLINK statementsto definethe VTSS
Cluster and its connections.

Figure 12 shows the CONFIG JCL, including CLUSTER and CLINK statements,
for this configuration. Note that on the Primary VTSS, MAXMIG is2, whichis
the highest possible value because there are only two RTDs. On the
Secondary VTSS, MINMIG is 2 and MAXMIG is 4 to alow the Secondary to
migrate replicated VTV s and also to accept non-replicate production
workload.

//CREATECFG ~ EXEC PGM=SWSADMIN,PARM="'MIXED'
//STEPLIB DD DSN=h1q.SLSLINK,DISP=SHR
//SLSPRINT DD  SYSOUT=*
//SLSIN pp *
CONFIG
GLOBAL  MAXVTV=32000 MVCFREE=40
RECLAIM THRESHLD=70 MAXMVC=40 START=35
VTVVOL LOW=905000 HIGH=999999 SCRATCH
VTVVOL LOW=C00000 HIGH=C25000 SCRATCH
VTVVOL LOW=RMMOOO HIGH=RMM020 SCRATCH
MVCVOL LOW=N25980 HIGH=N25989
MVCVOL LOW=N35000 HIGH=N35999
VTSS NAME=VTSS1 LOW=70 HIGH=80 MAXMIG=2 RETAIN=10
RTD NAME=VTS18800 DEVNO=8800 CHANIF=0A
RTD NAME=VTS18801 DEVN0=8801 CHANIF=0I
RTD NAME=VTS18802 DEVN0O=8802 CHANIF=1A
RTD NAME=VTS18803 DEVN0=8803 CHANIF=1I
V1D LOW=8900 HIGH=893F
VTSS NAME=VTSS2 LOW=70 HIGH=80 MAXMIG=8 MINMIG=8 RETAIN=10
RTD NAME=VTS28804 DEVN0O=8804 CHANIF=0A
RTD NAME=VTS28805 DEVN0O=8805 CHANIF=0E
RTD NAME=VTS28806 DEVN0=8806 CHANIF=0I
RTD NAME=VTS28807 DEVN0O=8807 CHANIF=0M
RTD NAME=VTS28808 DEVN0O=8808 CHANIF=1A
RTD NAME=VTS28809 DEVN0O=8809 CHANIF=1E
RTD NAME=VTS2880A DEVN0O=880A CHANIF=1I
RTD NAME=VTS2880B DEVN0O=880B CHANIF=1M
V1D LOW=9900 HIGH=993F
CLUSTER NAME=CLUSTER1 PRIMARY=VTSS1 SECONDRY=VTSS2
CLINK VTSS=VTSS1 CHANIF=0G
CLINK VTSS=VTSS1 CHANIF=00
CLINK VTSS=VTSS1 CHANIF=1G
CLINK VTSS=VTSS1 CHANIF=10

Figure 12. CONFIG example: Dual ACS Clustered VTSS System
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3. Enablethe Advanced Management Feature.

The Advanced Management Feature is required to enable the REPLICAT
parameter of the MGMTc1as statement.

4. CreateaManagement Classthat specifiesVTYV replication and two
Sorage Classto migrate (duplexed) thereplicated VTVs.

MGMT NAME (VSMREPL) REPLICAT(YES) MIGPOL(REPLSTR1,REPLSTR2)

Figure 13. Management Class for VTV Replication

In Figure 7, Management Class VSMREPL specifies VTV replication and, via
the MIGPOL parameter, migrate duplexed to ACSs 01 and 00 by Storage
Classes you will createin Step 5.

Note: Notethat Management Class VSMREPL does not specify an immediate
migrate policy. VTV replication automatically enforcesimmediate migrate.
The VTVsin this Management Class will be added to the immediate
migration queue on the secondary VT SS once the replication has compl eted.
Note that duplexing is not arequirement for replicate VTVs. For more
information, see “Clustered VTSS Configurations’ on page 12.

5. Createthe Storage Classes for the MV Csthat contain thereplicated,
migrated VTVs.

STOR NAME (REPLSTR1) ACS(01) MEDIA(STK1R) MIRATE(SECONDARY)
STOR NAME (REPLSTR2) ACS(00) MEDIA(STK1R) MIGRATE(PRIMARY)

Figure 14. storage Classes for Replicated, Migrated VTVs

In Figure 14, the STORc1as statement defines Storage Classes REPLSTR1 and
REPLSTR2 referenced in the MIGPOL parameter in Step 4. Also note that, to
optimize VTSS and RTD resources, the MIGRATE parameters on the
Storage Classes cause migrates to ACS00 to come from the Primary and
migrates from ACS01 to come from the Secondary.

6. LoadtheMGMTclasand STORclascontrol statements created in Step
4 and Sep 5 with the MGM TDEF command.

MGMTDEF DSN(hsc.parms)

Figure 15. MGMTDEF Command to Load Management and Storage Classes
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7. Createa TAPEREQ statement toroutethecritical datato VSM and assign

M anagement Class VSMREPL to the data.

TAPEREQ DSN(*.PAYROLL.**) MEDIA(VIRTUAL) MGMT (VSMREPL)

Figure 16. TAPEREQ Statement to Route Critical Data, Assign Management Class

VSMREPL
In Figure 10, the TAPEREQ statement specifies:
¢ Route data sets with HLQ mask *.PAYROLL.** to VSM...
LI and assign Management Class VSMREPL that you enabled in Step 6.

Caution: Toreplicate VTVs, both VTSS1 and VTSS2 must be varied
onlineto VTCS. The MEDIA (VIRTUAL) parameter allows VTCS to direct
work to any available VTSS. VTSS2 is only a dedicated Secondary VTSS
for replication from VTSSL, so VTSS2 cannot accept production work. In
normal operations, therefore, the VTDsin VTSS2 cannot be onlineto either
MV S system! Thelogical pathsto both VTSSs must be online, however,
so that VTCS can send control commands to the Primary and Secondary
VTSSs.

Note: Also note the following:

¢ You can also use esoteric substitution via HSC or MV S/CSC TAPEREQ
statement or User Exits to route replication jobsto VSM. If an esoteric
issubstituted that spansal VTDsin all Primary VTSSsand all VTDsin
all Secondary VTSSs, then VTCS can continue to correctly influence
dlocation if aPrimary VTSS is taken offline.

e For SMC, aManagement Class name, if itisassigned in the StorageTek
DFSMS Interface, is available at alocation time. Therefore the esoteric
assigned in the interface no longer needsto contain only VTSSsthat are
part of clusters. Aslong as the esoteric contains some drives located on
the Primary of afull function cluster, SMC has sufficient information to
direct alocation to adrive on aPrimary VTSS if the Management Class
specifiesREPLICAT(YES).

e In Full-Function Mode, you may want to set MINMIG equal to MAXMIG on
the Secondary to optimize its role as a migrate engine.

Check your HSC PARMLIB optionsto ensurethat subtype 28 records
are enabled.

If enabled, VTSS clustering writes a subtype 28 record for each replication
performed.
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Managing Clustered Thefollowing sections tell how to switch from Full-Function Mode to Degraded
VTSS Systems Primary or Degraded Secondary Maode, then return to Full-Function Mode:

« “"Taking aFailed Primary VTSS Offline, Switching to the Secondary, Then
Returning to Full-Function Mode” on page 62

e "Taking the Primary VTSS Offline, Switching to the Secondary, Then
Returning to Full-Function Mode” on page 64

» “Taking aFailed Secondary VTSS Offline, Then Returning to Full-Function
Mode” on page 66

e "Taking the Secondary VTSS Offline, Then Returning to Full-Function
Mode” on page 67

@ Note: You can also use VARY CLink to do the following:
* Vary aCLINK offlineif it hasfailed or requires service.

e Vary aCLINK online.
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Taking a Failed The following procedure tells how to take afailed Primary VTSS offline, switch
Primary VTSS Offline, to the Secondary, then return to Full-Function Mode.

Switching to the
Secondary, Then
Returning to Full-
Function Mode

|:> Totakeafailed Primary offline, switch to the Secondary, then return to Full-
Function Mode, do the following:

1. VarythePrimary VTSSto 0ffline mode.

Message SL S6742I indicates when the VTSS s offline to al hosts.
Vary the VTDsin the Secondary onlineto MVS.

Ensurethat MINMIG=1 on the Secondary.

Identify and recreate any unreplicated VTVs.

*  ANnHSC SLS0906E Unable to mount message isissued by VTCSin
response to an attempt to mount aVTV that is not available.

* YoucanasorunaVTYV report with the UNAVAIL option to identify those
VTVsthat are now unavailable; that is, VTV sthat are only resident and
left mounted in VTSSL.

When thePrimary isavailableagain, dismount any VTVsstill mounted
in the VTSS (M VS per spective), by doing either of the following:

¢ Usethe MVSUNLOAD command to dismount the VTVs.

* Usethe VARY OFFLINE command to vary offline the VTD where the
VTV is mounted, which will also dismount the VTV.

Clear any boxed VTD conditionsin the Primary.
Vary the Primary VTSSto Quiesced mode.
Audit thePrimary VT SS.

When aVTSSisoffline, aVTV can become “orphaned”. That is, the VTV
isresident in the VTSS but the VTV record in the CDS no longer has
knowledge of this VTV image on the offline VTSS.

When the VTSS goes to Quiesced mode, in Step 7, any orphaned VTV's
occupy VTSS buffer space and automigrate does not remove them. The
audit reconciles the orphaned VTVs as follows:

» If theorphaned VTV isacurrent copy, the CDS is updated, and VTCS
now manage it via automigration, recall, and so forth.

e If theorphaned VTV isno longer current, the audit deletes it from the
VTSS.

Vary the Primary back onlineto VTCS and its VTDs back onlineto
MVS.

Work will resume on the Primary. Note for a short period, work will aso
continue on the Secondary. No new allocationswill usethe Secondary VTSS
but existing work will continue to completion (V TV mounts and dismounts
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will complete). Also note that VTCS will start to reconcile the Primary and
Secondary VTSSs via migrates and deletes from the Secondary VTSS.

Reset MINMIG=MAXMIG on the Secondary.
Vary the VTDsin the Secondary offlineto MVS.

The VTDswill only go offline to MV S once all jobs that are allocated to
VTDsin the secondary complete.

Use Query CLINK toverify that the Cluster link isonline.
UseQuery CLUSTER to verify that the Cluster isin Full-Function Mode.
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Taking the Primary Thefollowing procedure tells how to take the Primary V TSS offline and switch to
VTSS Offline, the Secondary (for service, replacement, and so forth, of the Primary), then return
Switching to the to Full-Function Mode when the Primary is available again.

Secondary, Then
Returning to Full-
Function Mode

C.> Toexplicitly takethePrimary offline, switch tothe Secondary, then return to
Full-Function Mode, do the following:

1

© o N o O

10.

11.
12.

Vary the Primary to Quiesced mode.
Message SL.S67421 indicates when the VTSS is quiesced to all hosts.
Do ademand migrateto O.

Audit the Primary VTSSto ensurethat all VTVswere successfully
migrated.

Vary the Primary to 0ff1ine mode.

Message SL S6742I indicates when the VTSS s offline to al hosts.
UseQuery CLUSTERtoverify that theCluster isin Degraded Primary M ode.
Vary the VTDsin the Secondary onlineto MVS.

Ensurethat MINMIG=1 on the Secondary.

When the Primary isavailable again, vary it to Quiesced mode.

Audit thePrimary VTSS.

When aVTSSisoffline, aVTV can become *orphaned”. That is, the VTV
isresident in the VTSS but the VTV record in the CDS no longer has
knowledge of this VTV image on the offline VTSS.

When the VTSS goes to Quiesced mode, in Step 8, any orphaned VTV's
occupy VTSS buffer space and automigrate does not remove them. The
audit reconciles the orphaned VTVs as follows:

e If theorphaned VTV isa current copy, the CDS isupdated, and VTCS
now manage it via automigration, recall, and so forth.

e If theorphaned VTV isno longer current, the audit deletes it from the
VTSS.

Vary the Primary VTSS onlineto VTCSand vary theVTDsin the
Primary VTSS onlineto MVS.

Work will resume on the Primary. Note for a short period, work will aso
continue on the Secondary. No new allocationswill usethe Secondary VTSS
but existing work will continue to completion (VTV mounts and dismounts
will complete). Also note that VTCS will start to reconcile the Primary and
Secondary VTSSs via migrates and deletes from the secondary VTSS.

Reset MINMIG=MAXMIG on the Secondary.
Vary the VTDsin the Secondary offlineto MVS.
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The VTDswill only go offline to MV S once all jobs that are allocated to
VTDsin the secondary complete.

13. UseQuery CLINK to verify that the Cluster link isonline.
14. UseQuery CLUSTER to verify that the Cluster isin Full-Function Mode.
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Taking a Failed The following procedure tells how to take afailed Secondary VTSS offline, then
Secondary VTSS return to Full-Function Mode.
Offline, Then

Returning to Full-
Function Mode

|:> Totakeafailed Secondary offline, then return to Full-Function Mode, do the
following:

1. Vary the Secondary to 0ff1ine mode.

Message SL S6742| indicates when the VTSS s offline to al hosts.
When the Secondary isavailable again, vary it to Quiesced mode.
Audit the Secondary VT SS.

Vary the Secondary to On1ine mode.

Use Query CLINK toverify that the Cluster link isonline.

© 0 & w D

Use Query CLUSTER to verify that the Cluster isin Full-Function Mode.

66 VTCSAdministrator’s Guide



1st Ed., Rev. D

Taking the Secondary The following procedure tells how to take the Secondary VTSS offline (for
VTSS Offline, Then service, replacement, and so forth), then return to Full-Function Mode when the
Returning to Full- Secondary is available again.

Function Mode

> Toexplicitly take the Secondary offline, then return to Full-Function Mode,
do thefollowing:

1. Varythe Secondary to Quiesced mode.
Message SL.S67421 indicates when the VTSS is quiesced to all hosts.

2. Audit the Secondary VTSSto ensurethat all VTV swere successfully
migrated.

3. Vary the Secondary to 0ff1ine mode.

Message SL S6742| indicates when the VTSS s offline to al hosts.
When the Secondary is available again, vary it to Quiesced mode.
Audit the Secondary VTSS.

Vary the Secondary to On1ine mode.

UseQuery CLINK to verify that the Cluster link isonline.

© N o g &

Use Query CLUSTER to verify that the Cluster isin Full-Function Mode.
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Resolving Common VSM Problems

RTD Failures

MVC Failures

The following sections tell how to identify and resolve common VSM problems.
Some problems may require assistance from StorageTek. If so, contact
StorageTek Central Software Support (CSS). For more information, see
Requesting Help from Software Support. A StorageT ek software support
representative may ask you to run atrace.

If VTCS detects read/write errorson an MV C, VTCS swaps the MV C to another
RTD. If the read/write errors persist, VTCS marksthe MV C as in error. Remove
the MV C from the pool as described in *“ Permanently Removing MV CsS’ on page
23. If VTCS detects no further read/write errors onthe MV C, VTCS assumes that
thefirst RTD isin error.

Message SL S6662A indicatesthat an RTD isin maintenance mode, and this status
isalso reported on Query RTD output. An RTD in maintenance modeistypicaly in
error and requires assistance from your hardware operations or service personnel.
Note that an RTD in recovery mode is initializing (when varied online, for
example), and typically is not in error.

If afailed RTD cannot be quickly repaired or if the failed RTD is attached to a
remote ACS, you may want to removethe RTD from your configuration to prevent
attempts to allocate that RTD. Remove the RTD statement for the RTD and rerun
CONFIG.

Caution: Inadual-ACS configuration (two ACSs connected to asingle VTSS),
ensurethat you do not alow all RTDsin either ACSto be unavailabletothe VTSS
for an extended period. If no RTDsareavailableinthat ACS, migratesto or recalls
from that ACS cannot occur, and the VTSS space can fill up. In addition, this
condition can also cause stalled migrations to RTDs in the other ACS.

In adual-ACS configuration, therefore, if you must make al RTDsinan ACS
unavailable for an extended period, remove the RTDs from the configuration as
described above.

If VTCS detects read/write errorson an MV C, VTCS swaps the MV C to another
RTD. If the read/write errors persist, VTCS marksthe MV C asin error. Use the
procedurein “Permanently Removing MV Cs’ on page 23 to attempt to recover the
VTVsand remove the MV C from the pool.
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If VTV mounts occur very slowly or not at all, check the following:

Are mountsfailing on asingle VTD? This usually occurs because a host
requests a mount of an MV C—resident VTV that VSM cannot recall. If so,
do the following:

e Enter aQuery Queue DETail command to check the queued recalls. If a
recall is queued waiting for an MV C, it may bein use by another VTCS
process, which you can check with Query Active DETail.

e IftheMVCisnotinuse, next enter an HSC DISPLAY VOLUME command.
Isthe MV C actualy in the ACS? If not, you must reenter the MV C to
complete the recall.

* Next, are RTDs available to mount the MV C to recall the VTV ? Enter
Query RTD to check RTD availability. If no RTDsare available, useQuery
on al hosts to check active and queued processes. If necessary, use
Cancel to cancel processes and free an RTD so the recall can complete.

Hint: Setting theMGMTc1as statement IMMEDmig parameter to either KEEP
or DELETE preferences migration processing (and RTD usefor migration)
and may increase 1/0 to the RTDs.

Also note that you can changethe CONFIG MAXMIG and MINMIG parameter
settings to rebalance automatic migration tasks with other tasks (such as
recall and reclaim) for the RTDs you have defined for each VTSS.

Are the mounts failing on multiple VTDs? If so, check the following:
¢ Check VTD status with Query VTD.

» Enter Query Active. If there are no active processes, ensurethat VTCS,
HSC, all VTSSs, and al communications are functioning normally.

» Ensurethat you have sufficient VTSS space; for more information, see
“Managing VTSSsand VTDSs’ on page 17.

* Asdescribed in*“Poor Migration Performance” on page 70, check to see
if your system is running out of availableMV Csor usableMV C space.

e Rasingthelow AMT tendsto keep more VTV sresident in VTSS space,
which may help prevent virtual mounts from failing.
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Failed VTV Mounts
and Dismounts

Poor Migration
Performance

Invalid Management
Classes

If aVTV mount fails, evenif VTDsareonline, usetheMvS VARY command to vary
VTDsonline, use theMVS UNLOAD command to clear the VTDs, then use the HSC
MOUNT and DISMOUNT commands to retry the operation.

Also note that VTCS will not attempt to resolve outstanding mounts on VTDs
during HSC initialization. Y ou must resubmit the jobs requesting these mounts.

If VTV migration occurs very slowly or not at all, check the following:

*  Ensurethat you have sufficient available MV Cs and usable MV C space as
described in “Managing MV Cs’ on page 20.

e If your system has sufficient available MV Cs and usable MV C space, enter
Query RTD to check RTD availability, then use Query Queue DETail to check
the status of queued processes. If many processes arewaiting for RTDs, you
may want to vary additional RTDs onlineto VSM; see “ Sharing Transports
Between VSM and MV S’ on page 36.

e Has system security changed or have you added MV Csto the pool without
giving VSM update authority to these MV Cs? If so, resolve these problems.

* Review your migration and reclamation policies; for more information.

* Inthe JES3 environment, VTV mounts may fail if you have not created and
installed the correct User Exit modifications.

If VTCS receives arequest to migrate aVTV that is assigned to an invalid
Management Class, VTCSwill dynamically createthe! ERROR Storage Classand
migrate the VTV s defined by the invalid Management Class to the 'ERROR
Storage Class. MV C reports show when aVTV is migrated to this Storage Class.
Message SLS66811 displays the Management and Storage Class of each VTV asit
is migrated.
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VTV reports and Query help you monitor VTSSand VTV activity. MV C reports
and Query help you monitor MV C status:

For migrations MV Cs, the Owner/Consolidate Time field reports the

MV C’s Storage Class. Use only the minimum Storage Classes required to
define the policies you want to implement. Excessive Storage Classes can
impact VSM performance due to the MV C mount/dismount overhead
incurred. In addition, an MV C can only contain VTVsin asingle Storage
Class, so excessive Storage Classes can underuse MV C space. To eliminate
a Storage Class, do the following:

1. Delete the STORc1as statement for the Storage Class.

2. Delete or update any MGMTc1as statements to remove references to
the Storage Class.

3. Enter aMGMTDEF command to reload the data set that contains the
updated/deleted STORc1as and MGMTclas Statements.

4. Enter MVCDRain to drain the MV Cs owned by this Storage Class.

Do VTV reports show that you have added VTV sto your system? Does the
SIZE field show that your VTVs are growing larger? Does the MIGR field
show that many VTV's have been migrated? Has duplexing been specified
for many VTV s? Duplexing doubles MV C space requirements. Ensure that
you have specified duplexing for only the VTV sthat require duplexing. You
may need to review your migration policies or add more MV Cs.

On MVC reports, if all MV Cs show low values for both the %AVAIL and
%FRAG fields, your system is probably running out of MV C space. If all
MV Cs show high valuesfor %AVAIL (especialy after reclaim processing),
your system’s maximum VTVs per MV C is probably set too low.

If raising the maximum VTVs per MV C does not relieve MV C space
constraints and if the %FRAG field shows high MV C fragmentation,
consider changing your space reclamation (and migration) policies.

However, do not wait for VSM to automatically reclaim MV C space.
Instead, run demand space reclamations on your existing MV Cs before
adding more MV Csto the pool. For more information, see “Doing Demand
MV C Space Reclamations’ on page 35.

If doing demand space reclamation does not free sufficient MV C space,
consider adding MV Cs. In mixed—media systems, ensure that you have
sufficient space on each mediatype that your system uses and that you have
RTDs available to service each media type.

Asan alternative, in multi-ACS configurations, you can move MV Csfrom
one ACS to another as described in “Moving MV Cs Between ACSS’ on

page 25.

If youloseall copiesof the HSC CDS, seethe proceduresin VTCSInstallation and
Configuration Guide for recovering the CDS and updating it with VSM
information.

Chapter 2. Managing VSM 71



1st Ed., Rev. D

Losing CDS
Information About
Some VSM
Resources

Lock Recovery

If you lose CDS information about some V SM resources, see the proceduresin
VTCS Installation and Configuration Guide for information about recovering the
lost information.

If an HSC running VTCSis cancelled or the host running HSC fails, the failed host
may retain locks against RTDs, MV Cs, VTV, and so forth. To recover, either
restart HSC on the failed host or use the HSC RECover command to release the
locked resources.

Y ou can usethe DISPLAY ACTIVE, DISPLAY QUEUE, and Query LOCKs commandsto
help determine which host has locked resources. Enter these commands on all
hosts to display resource status. If arequest stays queued for a particular resource
for along time and none of the other hosts appear to be using the resource, the
failed host has probably locked the resource.
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Chapter 3. VSM Operations

This chapter tells how to do the following VSM operations:
* “Quiescing aVTSS’ on page 74
» “Taking aVTSS Offline” on page 75
e “Bringing aVTSS Onling’ on page 77
« “Migrating aVTSSto Zero” on page 79
 “UnfencingaVTV” on page 82
* “RecoveringaBad MVC” on page 83
* “RecoveringaBad VTV onaVTSS (VTV Not Fenced)” on page 84
* “RecoveringaBad VTD” on page 85
« “"RecoveringaBad RTD” on page 86
e "Recovering an RTD in Maintenance Maode” on page 87

« “"Recovering from VTSS Warmboots’ on page 88
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Quiescing a VTSS

C> ToquiesceaVTSS

1

Ensuretape allocations are directed to another VTSSif you have been
specifically directing data to VT SS you want to quiesce.

If necessary, redirect allocations by changing TAPEREQ statements or by
changing esotericsin JCL.

Vary the VT SSto quiesced state:
VT V VTSS(vtssname) QUIESCED

TheV TSS goesto aquiescing state. In quiescing state, VTCS doesnot direct
any DD allocation to the VTSS, which still accepts pending mountsto allow
those long running jobs with unit=aff chainsto complete. When all VTDs
areno longer in use (their UCBs are not allocated on MV S), the VTSS goes
to quiesced state. In quiescing state, the VTSS continues to accept and
process back-end work; for example, migrates, recalls, and audits.

TheVTSSthen goesto quiesced state. I n quiesced state, the VTSS continues
to accept and process back-end work; for example, migrates, recalls, and
audits. That is, you can use the recall and migrate commands and utilitiesto
do these operations using the quiesced VTSS.

Display the state of the VTSS:

VT Q VTSS(vtssname)

When the STATE column shows QUIESCED, the operation is compl ete.

Usage Scenarios Use this procedure in the following situations:

When DBU hasreachedtheHAMT and automatic migrationisnot releasing
VTSS space fast enough.

Before varying a VTSS offline.
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Totakea VTSS offline:

1
2.

Quiescethe VTSS asdescribed in “Quiescinga VTSS’ on page 74.

Enter an MV SVARY command to vary the VTDs offline:
VARY vtd-range,OFFLINE

For example:
VARY 840-87F,0FFLINE

Varies 64 VTDs offline beginning with address 840.

If the RTDsare not being shared by other VTSSs, vary the RTDs
offline:

VT V RTD(rtd-range) OFFLINE

Vary the VTSS offline:
.VT V VTSS(vtssname) OFFLINE

The VTSS goes to an offline pending state. In offline pending state, the
offline process has started but has not completed on all hosts. VTCS
immediately shuts down the VTSS and interrupts and purges all activetasks
and purges all queued tasks. The VTSS server task terminates and no longer
accepts new front-end and back-end work. VTCS creates new VTVs and
mounts/dismounts existing VTVs only on aternate VTSSs, if they are
available.

The VTSSthen goesoffline. in offline state, The VTSSisofflineto all hosts
and does not accept either front-end or back-end work. If acopy of aVTV
isresident on an offline VTSS and also on an MV C and ajob requires the
VTV, VTCS automatically recallsthe VTV to an alternate VTSS, if
available.

Display the state of the VTSS:

VT Q VTSS(vtssname)
When the STATE column shows OFFLINE, the operation is complete.
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If VTDshavebeen taken offlineand VT SSisoffline, enter theMV SVARY
command to vary VTD paths offline:

VARY PATH(VTD-id,chpid),0FFLINE

For example:
VARY PATH(840,FE) ,0FFLINE

Varies CHPID FE path offline to device address 840.

Usage Scenarios Use this procedure in the following situations:

If aVTSSfails.

If you need to do maintenance on aV TSSthat you do not need to migrateto
zero. If maintenance requires you migrate the VTSS to zero, see“Migrating

aVTSSto Zero” on page 79.
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Bringing a VTSS Online

r>

TobringaVTSSonline:

1

Enter an MV SVARY command to vary VTD pathsonline:
VARY PATH(VTD-id,chpid),ONLINE

For example:

VARY PATH(840,FE) ,ONLINE

Varies CHPID FE path online to device address 840.

Vary the VT SSto quiesced state:
VT V VTSS(vtssname) QUIESCED

TheVTSS goesto quiescing, then to quiesced state. If the VTSSwas offline,
when it goes online, VTCS issues a warning message recommending a
VTSS audit. For more information, see VTCS Command and Utility
Reference.

Vary the VTSSonline:
NT V VTSS(vissname) ONLINE

The VTSS goes to online pending state. In online pending state, the online
process has started but has not completed on all hosts.

The VTSS next goes online. In online state, the VTSS is online, available,
and accepts both front-end and back-end work. If the VTSS was offline,
when it goes online, VTCS issues awarning message recommending a
VTSS audit. or more information, see VTCS Command and Utility
Reference.

Display the state of the VTSS:
VT Q VTSS(vtssname)

When the STATE column shows ONLINE, the operation is complete.

Enter an MV SVARY command to vary the VTDsonline:
VARY vtd-range,ONLINE

For example:
VARY 840-87F,ONLINE

Varies 64 VTDs online beginning with address 840.

Enter an MV SDISPLAY command to verify VTDsareonline:
D U,,,VTD-id,number of range

For example:
DU,,,840,16

Displays 16 VTD addresses beginning with address 840.

Vary RTDsonline:
VT V RTD(rtd-id or rtd-range) ONLINE
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8. Verifythe RTD isonline
.VT QUERY RTD(rtd-id)

Usage Scenario Usethis procedureto return VTSS to service after maintenance or another outage.
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Migrating a VTSS to Zero

r>

Tomigratea VTSSto zero:

1

Ensuretape allocations are directed to another VTSSif you have been
specifically directing datato VT SS you want to quiesce.

If necessary, redirect allocations by changing TAPEREQ statements or by
changing esotericsin JCL.

Display active processes:

VT QU A DET VTSS(vtssname)

Either allow outstanding processes to complete before continuing or enter

the VTCS CANCEL command to stop all active and queued processes as
follows:

.VT CANCEL ID(process-id)

-or-

.VT CANCEL TYPE(ALL)

Enter an MV SVARY command to vary the VTDs offline:
VARY vtd-range,0FFLINE

For example:

VARY 840-87F,0FFLINE

Varies 64 VTDs offline beginning with address 840.
Optionally, increase the number of RTDs used for migration.

If desired, enter the VTCS SET MIGOPT command to increase the value for
maximum number of RTDs that can be used during migration to allow
migration to run faster.

. VT SET MIGOPT MAXMIG(n)

Migratethe VTSSto zero.
.VT MIGRATE VTSS(vtssname) THRESHOLD(0)

Run aVTCSAUDIT to verify the VTSSismigrated to zero.
AUDIT VTSS(vtssname)

For more information, see VTCS Command and Utility Reference.
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7. RunVTCSVTV and MV C detail reports.
VTVRPT
MVCRPT DET

For more information, see VTCS Command and Utility Reference.

8. ReviewtheVTYV report...

...to ensure that all VTVswere migrated:

Migrated VTVs show asM in the MIGR column.

VTVsnot migrated and still resident in the VTSS show up onthe VTV
report in the SIZE column as one of the following conditions:

e MOUNT - The VTV isin mounted state. Do the following:

e |ftheVTV isin mounted state and the VTV report shows that
acopy of theVTV isaready migratedto an MV C, then review
the MV C report to determine if the MV C contains the most
recent copy of the VTV by referencing the timestamps. If the
most current copy of the VTV resideson an MV C, you do not
need to migrated the VTV.

If aVTV isin Mounted statusand itisnot already onan MV C,
then do either of the following:

¢ Usethe MVSUNLOAD command to dismount the VTV.

e Usethe MVSVARY OFFLINE command to vary offline the
VTD wherethe VTV is mounted, which will also
dismount the VTV.

Then either migrate the VTSS to zero again or migrate the
specific VTV:
.VT MIGRATE VTV(volser)

e FENCED - The VTV isfenced. If the VTV isin fenced state and the
VTV report shows that a copy of the VTV is aready migrated to an
MV C, then review the MV C report to determineif the MV C contains
the most recent copy of the VTV by referencing the timestamps. If
the most current copy of the VTV resides on an MV C, then unfence
the VTV asfollows:

Migratethe VTV and delete it from the VTSS:

.VT MIGRATE VTV(volser) DELETE(YES)

Recall the most recent VTV copy from the MV C:
.VT RECALL VTV(volser) VTSS(vtssname)

Audit the VTSS:
AUDIT VTSS(vtssname)

For more information, see VTCS Command and Utility Reference.

Reenter VTCS RECALL command to recall and unfencethe VTV:
.VT RECALL VTV(volser) VTSS(vtssname)
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If the VTV isin Fenced status and thereis no good copy on an
MV C, you do not need to migratethe VTV. Whenthe VTSSis
back online, do the following unfencethe VTV:

1.  ScraichtheVTV inyour TMS.
Update the HSC CDS to specify that the VTV is scratch.

3. Allowthe VTV to be selected again by normal scratch
mount processing.

4, Rewritethe VTV as anew scratch volume. The VTV will
now be unfenced.

9. Vary RTDsoffline
VT V RTD(rtd-id or rtd-range) OFFLINE

10. Vary the VTSS offline:
VT V VTSS(vissname) OFFLINE

11. Display the state of the VTSS:
VT Q VTSS(vtssname)

When the STATE column shows OFFLINE, the operation is complete.

12. Enter the MV SVARY command to vary VTD paths offline:
VARY PATH(VTD-id,chpid),0FFLINE

For example:
VARY PATH(840,FE),OFFLINE

Varies CHPID FE path offline to device address 840.

Use this procedure in the following situations:
* Maintenance to clean the VTSS.
* Maintenance to load new microcodeinthe VTSS.,
e Toswapoutthe VTSS.

e ToremovetheVTSS from service.
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Unfencing a VTV

For more information, see Step 7 and Step 8 on page 80.
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|:> Torecover abad MVC:

1

Run an MVC Detail Report todeter minenumber of VTVsontheMVC.
MVCRPT DET

For more information, see VTCS Command and Utility Reference.
Do NOT audit theMVC.

Warning: An audit erasesthe pointersin the CDSto the VTVson the
MVC!

Drain theMVC:

.VT MVCDRAIN MVCid(volser) EJECT

Whiledrainingthe MV C, noteany VTV sthat were not successfully drained.

Any VTVsthat did not recall aretrapped onthe MV C past the bad spot. Try
torecal these VTVsone at atime:

.VT RECALL VTV(volser) VTSS(vtssname)

If therecall fails, usetheRTV utility to attempt to copy the VTV to areal tape
cartridge. For moreinformation, see VTCS Command and Utility Reference.

If you need further assistance, contact StorageTek hardware or
softwar e service.
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Recovering a Bad VTV on a VTSS (VTV Not Fenced)

> Torecover abad VTV onaVTSS(VTV not fenced):

1

Verify that thereisa current copy of theVTV on aMVC and that the
VTV isnot mounted on aVTD:

.VT QUERY VTV(vtv-id)

If acurrent copy does not exist on an MV C, goto Step 7. If a current copy
exists, itisowned by aVTSS and on an MV C(s). If the VTV is mounted,
you must dismount it.

Dismount the VTV:
e Enter the MV S UNLOAD command:
UNLOAD (vtd-id)
* Enter the HSC pDISMOUNT command:
.DISMOUNT ,vtd-id
Migratethe VTV and deleteit from the VTSS:
.VT MIGRATE VTV(volser) DELETE(YES)
Verify that VTV isnot owned by aVTSS:
.VT QUERY VTV(vtv-id)
Recall the current copy of the VTV:
.VT RECALL VTV(volser) VTISS(vtssname)
Verify that VTV has been recalled:
VT QUERY VTV(vtv-id)

The status should show that the VTV is now resident on the VTSS.
StorageTek recommends that you verify the data by reading it (for example,
application reading the data, tape copy, tape scan, and so forth).

Ifacurrent VTV copy doesnot exist on an MVC, migratetheVTV and
deleteit from the VTSS:

.VT MIGRATE VTV(volser) DELETE(YES)

Recreatethe data on anew VTV by re-running the application job.
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WhenaVTV remainson aVTD after jobs have terminated, diagnose the problem
before taking recovery action. VTD problems are usually hardware or software
failures, such as (but not limited to) the following:

Mount or Dismount failures
HSC crashes

VTSS crashes

VTSS warmboots

|:> Torecover abad VTD:

1
2.

3.

Review the HSC started task log for HSC/VTCS/VTSSerrors.
Enter MIM commands (or GRS) to display thebad VTD.

Following are MIM examples:
@D G V7TD-id,1

For example:
@D G 824,1

Example output of thiscommand is:
MIM2053 GLOBAL UNIT STATUS 475
SYSTEM 824
CPUL1 ON
CPU2 ON
CPU3 ON
CPU4 ON
CPU5 ON
CPU6 ON
CPU7 ON
CPU8 A,ON
VOLSER Y46638
JOBNAME A22167B4
COMMAND COMPLETE

Identify the MV Simagethat had the VTD allocated at the time of the
error.
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4. Then enter one of the following commands from that MV S image:
e MVSUNLOAD command:
UNLOAD (vtd-id)
* Followed by HSC dismount command:
.DISMOUNT vtv-id vtd-id
OR
.DISMOUNT ,vid-id

(if VTV volser is unknown)

Recovering a Bad RTD

> Torecover abad RTD:
1. VarytheRTD to maintenance mode:
.VT VARY RTD(rtd-id) MAINT

2. Verify theRTD isoffline:
.VT QUERY RTD(rtd-id)

|]§> Note: If required, you can do maintenance now.
3. VarytheRTD online:
.VT VARY RTD(rtd-id) ON
4. VerifytheRTD isonline
.VT QUERY RTD(rtd-id)

If RTD failsto vary online, contact StorageTek hardware service.
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Recovering an RTD in Maintenance Mode

> Torecover an RTD in maintenance mode:
1. Therearethreereasonsfor a RTD to gointo maintenance mode:

e TheVTSS had a communication problem with the RTD and dropped
communication. Thisis usualy noted by a SL S66841 message with an
ECAM code of CC=05 RC=109.

e VTCSreviewed the ERPA and sense byteinformation from the RTD via
the VTSS and determined the RTD isno longer usable. Thisis usually
noted by a SL S66841 message with an ECAM code of CC=05 RC=108.

* TheRTD isreporting aproblem with the MV C currently mounted on it.
Thisis noted by a SL.S66841 message with an ECAM code of CC=05
RC=108.

2. Torecover theRTD:

» For moreinformation on SL S66841 messages, see VTCS Messages and
Codes.

» Review tapedrivelogs (if available) for any information to determineif
thisis a media or tape drive problem.

« If you cannot diagnoses/resolve the problem, contact StorageTek
software service.
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Recovering from VTSS Warmboots

After the VTSS warmboots, it posts a message to the console, which posts a
SLS66591 SIM to the console.

For example: —

Reference FSC 7596: 10.08.26 STC06954 .SLS6659I VTSS VSMDALO1 SIM:00
00 10 00 00 00 8F EO 11 10 00 00 20 00 3E 10 42 00 00 9B 00 01 7596
04104203F1FFFFFF 00 22

|:'> Torecover from aVTSS war mboot:

1. After receiving the SL S66591 message, verify the VT SSrecovered and
isback online.

2.

Display VTDsto ensure that they are online per their assigned MVS
images. Enter the MV SDISPLAY command:

D U,,,VTID-id,number of range

For example:

DU,,,840,16

Displays 16 VTD addresses beginning with address 840.

Display paths to ensure that they are online per their assigned MVS
images. Enter the MV SDISPLAY command:

D M=DEV(vtd-id or vtd-range)

For example:

D M=DEV(840-87F)

Displays channel paths for 64 VTDs beginning with address 840.
Or enter the MV'S command:

DS P,vtd-id or DS P,vtd-id,nn

For example:

DS P,840 or DS P,840,16

Displays channel paths for 1 or 16 devices.

After 10 minutes, display the RTDsand verify they areonline, migrating
or recalling. Enter VTCS QUERY RTD command to verify RTD is
operational:

.VT QUERY RTD(rtd-id)

If VTSS has not recovered, contact StorageTek software service.
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A

access method A technique for moving data
between processor storage and input/output devices.

ACS See Automated Cartridge System.

ACSid A method used to identify an ACS. An
ACSid isthe result of defining the SLIALIST macro
during the library generation (LIBGEN) process.
The first ACSlisted in this macro acquires a
hexadecimal identifier of 00, the second ACS listed
acquires a hexadecimal identifier of 01, and so forth,
until all ACSs areidentified.

ACSroutine An SMSterm, referring to automatic
class selection routine. Not to be confused with the
HSC term, ACS, referring to automatic cartridge
system.

AMT automatic migration threshold.
APF Authorized Program Facility.
APPL VTAM APPLID definition for the HSC.

archiving The storage of backup files and associated
journals, usually for a given period of time.

audit A VSM audit (which is not the same as an
HSC audit) reconstructs VTV and MVC
information.

Automated Cartridge System (ACS) Thelibrary
subsystem consisting of one or two LMUs, and from
1to 16 attached LSMs.

automated library Seelibrary.

automatic mode A relationship between an LSM
and all attached hosts. L SMs operating in automatic
mode handle cartridges without operator
intervention. Thisisthe normal operating mode of
an LSM that has been modified online.

automatic migration Migrating VTVsto MVCs
that is automatically initiated and controlled by
VSM.

automatic migration threshold (AMT) AMT
values are percentage val ues that determine when

virtua tape volume migration beginsand ends. VTV
migration begins when the VTSS buffer reaches the
high AMT and ends when the buffer reaches or falls
below thelow AMT. These thresholds apply to all
VTSSs.

automatic recall Recaling VTVsto the VTSS that
isautomatically initiated and controlled by VSM.

automatic reclaim Reclaiming MV C space that is
automatically initiated and controlled by VSM.

B

block A collection of contiguous records recorded as
aunit. Blocks are separated by interblock gaps, and
each block may contain one or more records.

buffer A routine or storage used to compensate for a
difference in rate of dataflow, or time of occurrence
of events, when transferring data from one deviceto
another.

C

CA-1 (TMS) Computer Associates Tape
Management System. Third—party software by
Computer Associates International, Inc.

CAP See Cartridge Access Port.
capacity See media capacity.

CAPid A CAPid uniquely definesthe location of a
CAP by theLSM onwhichit resides. A CAPidisof
the form AAL:CC where AAisthe ACSid, L isthe

L SM number, and CC isthe CAP number. Some
commands and utilities permit an abbreviated CAPid
format of AAL.

cartridge The plastic housing around the tape. It is
approximately 4 inches (100 mm) by 5 inches (125
mm) by 1 inch (25 mm). Thetape isthreaded
automatically when loaded in atransport. A plastic
leader block is attached to the tape for automatic
threading. The spine of the cartridge contains a Tri—
Optic label listing the VOL SER (tape volume
identifier).
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Cartridge Access Port (CAP) An assembly which
allows an operator to enter/eject cartridges during
automated operations. The CAPislocated on the
access door of an LSM. (see also, standard CAPR,
enhanced CAP, WolfCreek CAP, WolfCreek optional
CAP)

Cartridge Scratch Loader An optional feature for
the Cartridge Drive. It alowsthe automatic loading
of premounted tape cartridges or the manual loading
of single tape cartridges.

cartridge system tape The basic tape cartridge
mediathat is used with 4480, 4490, or 9490
Cartridge Subsystems. They are visually identified
by a one—color cartridge case.

CAW See Channel Address Word.

CDRM Cross Domain Resource Manager definition
(if not using existing CDRMs).

CDRSC Cross Domain Resource definition.
CDS See control data set.
CE Channel End.

cell A storage slot inthe LSM that is used to store a
tape cartridge.

Central Support Remote Center (CSRC) See
Remote Diagnostics Center.

CFT Customer field test.

channel A device that connects the host and main
storage with the input and output control units.

Channel AddressWord (CAW) An areaiin storage
that specifies the location in main storage at which a
channel program begins.

channel command A command received by a CU
from achannel.

Channel StatusWord (CSW) An areain storage
that provides information about the termination of
input/output operations.

check Detection of an error condition.

CI Converter/Interpreter (JES3).

Clink (cluster link). The path between a primary
VTSS and secondary VTSSin acluster. The Clink
path isused to copy replicate VTV sfrom the primary
to the secondary.

Cluster. Two VTSSs which are physically cabled
together by Clink paths and are defined in CONFIG
asacluster. A cluster consists of aprimary and a
secondary VTSS. VTVswith the replicate attribute
attached will be copied from the primary to the
secondary as soon as possible after dismount time.

connected mode A relationship between a host and
an ACS. In this mode, the host and an ACS are
capable of communicating (at least one station to this
ACSisonline).

control data set (CDS) The HSC database. In
addition to the current information in the CDS, VSM
keeps al its persistent datain the CDS aswell.

control data set allocation map A CDS subfile that
marks individual blocks as used or free.

control data set data blocks CDS blocks that
contain information about the library and its
configuration or environment.

control data set directory A part of the CDS that
maps its subdivision into subfiles.

control data set pointer blocks CDS blocks that
contain pointers to map data blocks belonging to a
subfile.

control data set recovery area A portion of the
CDS reserved for maintaining integrity for updates
that affect multiple CDS blocks.

control data set subfile A portion of the CDS
consisting of Data Blocks and Pointer Blocks
containing related information.

Control Unit (CU) A microprocessor—based unit
situated logically between a host channel (or
channels) and from two to sixteen tape transports. It
functions to translate channel commands into tape
transport commands, send transport status to the
channel(s), and pass data between the channel(s) and
transport(s).

conventional Nearlinetransport An HSC—
controlled transport that is not defined to VSM as an
RTD.
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cross-host recovery The ability for one host to
perform recovery for another host that has failed.

CSE Customer Service Engineer.
CSl Consolidated System Inventory.
CSL Cartridge Scratch Loader.

CSRC Central Support Remote Center (See Remote
Diagnostics Center)

CSW Channel Status Word.
CU See Control Unit.

D
DAE Dump Analysis Elimination.
DASD Direct access storage device.

data Any representations such as characters or
analog quantities to which meaning is, or might be,
assigned.

data class A collection of alocation and space
attributes, defined by the storage administrator, that
are used to create a data set.

data compaction An algorithmic data—reduction
technique that encodes data from the host and stores
it in less space than unencoded data. The original
datais recovered by an inverse process call
decompaction.

data—compaction ratio The number of host data
bytes divided by the number of encoded bytes. Itis
variable depending on the characteristics of the data
being processed. The more random the data stream,
the lower the opportunity to achieve compaction.

Data Control Block (DCB) A control block used by
access routinesin storing and retrieving data.

data set The major unit of data storage and retrieval,
consisting of a collection of datain one of severa
prescribed arrangements and described by control
information to which the system has access.

data streaming A continuous stream of data being
transmitted in character or binary—digit form, using a
specified format.

DBU disk buffer utilization.
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DCB Data Control Block.

demand allocation An MV S term meaning that a
user has requested a specific unit.

demand migration Migrating VTVsto MV Cs that
an administrator does with the MIGRATE command
or utility.

demand recall Recalling VTVsto the VTSS that an
administrator does with the RECALL command or
utility.

demand reclaim Reclaiming MV C space that an
administrator does with the RECLAIM command or
utility.

device number A four—digit hexadecimal number
that uniquely identifies a device attached to a
processor.

device separation The HSC function which forces
the MV S device selection process to choose either a
nonlibrary transport or atransport in a particular
ACS, based on the location of the volume (specific
requests) or the given subpool rulesin effect
(nonspecific request).

DFP DataFacility Product. A program that isolates
applications from storage devices, storage
management, and storage device hierarchy
management.

DFSMS Refersto an environment running MVS/
ESA SP and DFSMS/MV'S, DFSORT, and RACF.
This environment helps automate and centralize the
management of storage through a combination of
hardware, software, and policies.

DFSM SACSroutine A sequence of instructionsfor
having the system assign data class, storage class,
management class, and storage group for a data set.

directed allocation The HSC function of influencing
MV S's selection of library transports. For a specific
request, the HSC influences MV S to choose a
transport requiring the fewest number of pass-thrus;
for anonspecific (scratch) request, HSC's
influencing is based on the given subpool rulesin
effect.

disconnected mode A relationship between a host
and an ACS. Inthismode, the host and an ACS are
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not capable of communicating (there are no online
stationsto this ACS).

disk buffer utilization (DBU). Theratio of used to
total VTSS buffer capacity.

DOM ed Pertaining to a console message that was
previously highlighted during execution, but is now
at normal intensity.

drain The deletion of datafrom an MV C. May be
accompanied by a“virtual” gject to prevent the MV C
from being reused.

driveloaded A condition of atape drivein which a
tape cartridge has been inserted in the drive, and the
tape has been threaded to the beginning—of—tape
position.

DSl Dynamic System Interchange (JES3).

dual LMU A hardware/u—software feature that
provides a redundant LM U capability.

dual LMU HSC release 1.1.0 or later that automates
aswitchover to the standby LMU inadua LMU
configuration.

dump To write the contents of storage, or of apart of
storage, usually from an internal storage to an
external medium, for a specific purpose such as to
alow other use of storage, as a safeguard against
faults or errors, or in connection with debugging.

Dynamic Device Reconfiguration (DDR) A facility
that allows a demountable volume to be moved, and
repositioned if necessary, without abnormally
terminating the job or repeating the initial program
load procedure.

E

Ecart Cartridge system tape with alength of 1100
feet that can be used with 4490 cartridge drives.
These tapes are visualy identified by atwo—tone
colored case.

EDL See€ligible devicelist.

eligible devicelist A group of tape drivesthat are
available to satisfy an allocation request.

enhanced CAP An enhanced CAP contains two
forty—cell magazine-style CAPs and a one—cell
priority CAP (PCAP). Each forty—cell CAP holds

four removable magazines of ten cells each. An

L SM access door with an enhanced CAP contains no
cell locations for storing cartridges. An enhanced
CAP isordered as Feature Number CC80. (see also,
Cartridge Access Port (CAP), standard CAP,
WolfCreek CAP, WolfCreek optional CAP)

Effective Recording Density The number of user
bytes per unit of length of the recording medium.

gject The LSM robot places acartridgein a
Cartridge Access Port (CAP) so the operator can
remove it from the LSM.

ExPR Expert Performance Reporter.

Expert Performance Reporter Expert Performance
Reporter collects performance data and generates
reports about StorageTek Nearline ACSsand VTSS
status and performance. It has an MV'S component
and a PC component.

Enhanced Capacity Cartridge System Tape
Cartridge system tape with increased capacity that
can be used with 4490 and 9490 Cartridge Drives.
These tapes are visually identified by a two—tone
colored case.

EOT End—-of-Tape marker.

EPO Emergency Power Off.

ERDS Error Recording Data Set.

EREP Environmental Recording, Editing, Printing.
ERP Error recovery procedures.

error recovery procedures (ERP) Procedures
designed to help isolate and, where possible, to
recover from errors in equipment.

ExtendedStoreLibrary One or more LSMswith no
cartridge drives (CDs) that are attached by pass-thru
ports to other LSMs (with CDs) inan ACS. These
L SMs provide archive storage for cartridges
containing less active data sets. Cartridges can be
entered and gjected directly into and out of thisLSM
though either a standard CAP or an enhanced CAP.

F

file protected Pertaining to atape volume from
which data can be read only. Data cannot be written
on or erased from the tape.
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format The arrangement or layout of data on adata
medium.

G
GB 1,073,741,824 bytes of storage.

GDG Generation Data Group. An MV S data set
naming convention. Sequence numbers are
appended to the basic data set name to track the
generations created for that data set.

GTF Generalized Trace Facility. An MV Sfacility
used to trace software functions and events.

H
HDA Head/disk assembly.

Host Software Component (HSC) That portion of
the Automated Cartridge System which executes on
host systems attached to an automated library. This
component acts as the interface between the
operating system and the rest of the automated
library.

host system A dataprocessing system that is used to
prepare programs and the operating environmentsfor
use on another computer or controller.

HSC Host Software Component.
HSM Hierarchical Storage Manager.

HWS High Watermark Setup. Relatesto chains set
up for tape transport allocation in JES3.

ICRC See Improved Cartridge Recording
Capability.

Improved Cartridge Recording Capability
(ICRC) An improved data recording mode that,
when enabled, can increase the effective cartridge
data capacity and the effective data rate when
invoked.

ID Identifier or identification.

IDAX Interpreter Dynamic Allocation Exit. This
is a subfunction of the DFSMS/MV S subsystem
request (SSREQ 55) that the MV S JCL Interpreter
and dynamic allocation functions issue for calling
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DFSMS ACS routines for management of the data
set requested.

IML Seelnitial Microprogram Load.

index afunction performed by the cartridge loader
that moves cartridges down the input or output stack
one cartridge position. A loader can perform
multiple consecutive indexes.

Initial Microprogram Load (IML) A process that
activates a machine reset and loads system programs
to prepare a computer system for operation.
Processors having diagnostic programs activate these
programs at IML execution. Devices running u—
software reload the functional u—software usually
from afloppy diskette at IML execution.

Initial Program Load (IPL) A process that
activates a machine reset and | oads system programs
to prepare a computer system for operation.
Processors having diagnostic programs activate these
programs at IPL execution. Devices running u—
software reload the functional u—software usually
from afloppy diskette at IPL execution.

initial value A value assumed until explicitly
changed. It must then be explicitly specified in
another command to restore the initial value. An
initial value for the HSC is the value in effect when
the product isinstalled.

inline diagnostics Diagnostic routines that test
subsystem components while operating on atime—
sharing basis with the functional u—software in the
subsystem component.

input stack The part of the cartridge loader where
cartridges are premounted.

intervention required Manual action is needed.
ips Inches per second.

IVP Installation Verification Programs. A
package of programsthat isrun by a user after the
library isinstalled in order to verify that thelibrary is
functioning properly.

J
JCL See Job Control Language.
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Job Control L anguage Problem—oriented language
designed to express statementsin a job that are used
to identify the job or describe its requirements to an
operating system.

journal Thelog associated with journaling. Thelog
(stored in a data set) contains a record of completed
work and changes to the control data set since the
last backup was created.

journaling A technique for recovery that involves
creating a backup control data set and maintaining a
log of al changes (transactions) to that data set.

K

K B Kilobyte, thousand bytes, or 1024 bytes.

kb kilobit, or thousand bits (10° bits).

keyword parameter In command and utility syntax,
operands that include keywords and their related
values (see “positional parameter”). Values are
concatenated to the keyword either by an equal sign,
“KEYWORD=vaue,” or by parentheses,
“KEYWORD(value).” Keyword parameters can be
specified in any order. The HSC accepts (tol erates)
multiple occurrences of akeyword. The value
assigned to a keyword reflects the last occurrence of
akeyword within a command.

L
LAN Local Area Network.

LCU SeeLibrary Control Unit.
LED See Light Emitting Diode.

LIBGEN The process of defining the configuration
of the automated library to the host software.

library Aninstallation of one or more ACSs,
attached cartridge drives, volumes placed into the
ACSs, host software that controls and manages the
ACSs and associated volumes, and the library
control data set that describes the state of the ACSs.

library control data set See control data set.

Library Control Unit (L CU) The portion of the
LSM that controls the picking, mounting,
dismounting, and replacing of cartridges.

Light Emitting Diode (L ED) An electronic device
used mainly as an indicator on status panels to show
equipment on/off conditions.

LMU Library Management Unit. The portion of the
ACS that manages from one to sixteen LSMs and
communicates with the host CPU.

loader See Cartridge Scratch Loader.

load point The beginning of the recording area on
magnetic tape.

L ocal Area Network (L AN) A computer network in
which devices within the network can access each
other for data transmission purposes. The LMU and
attached L CUs are connected with alocal area
network.

logical g ection The process of removing avolume
from the control data set without physically gecting
it fromits LSM location.

LSM Library Storage Module. Provides the
storage areafor cartridges plusthe robot necessary to
move the cartridges. Theterm LSM often meansthe
LCU and LSM combined.

LSMid AnLSMid iscomposed of the ACSid
concatenated with the LSM number.

L SM number A method used to identify an LSM.
An LSM number isthe result of defining the
SLIACS macro LSM parameter during a LIBGEN.
Thefirst LSM listed in this parameter acquires the
LSM number of O (hexadecimal), the second L SM
listed acquires a hexadecimal number of 1, and so
forth, until all LSMs are identified (maximum of
sixteen or hexadecimal F).

M

machine initiated maintenance See ServiceTek.

magnetic recording A technique of storing data by
selectively magnetizing portions of a magnetizable
material.

magnetic tape A tape with a magnetizable surface
layer on which data can be stored by magnetic
recording.

magnetic tape drive A mechanism for moving
magnetic tape and controlling it's movement.
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maintenance facility Hardware contained in the CU
and LMU that allows a CSE and the RDC to run
diagnostics, retrieve status, and communicate with
respective units through their control panels.

management class A collection of management
attributes, assigned by the storage administrator, that
are used to control the alocation and use of space by
adata set. Note that SM'S Management Classes are
different from VSM Management Classes.
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manual mode A relationship between an LSM and
all attached hosts. LSMs operating in manual mode
have been modified offline and require human
assistance to perform cartridge operations.

master LMU The LMU currently controlling the
functional work of the ACSinadual LMU
configuration.

M DS Main Device Scheduler (JES3).

media capacity The amount of data that can be
contained on storage media and expressed in bytes of
data.

micr o—softwar e See v —software under Symbols.

migration The movement of VTVsfrom the VTSS
to the RTD where the VTV s are stacked onto MV Cs.
See automatic migration and demand migration.

MIM Multi—-l mage M anager. Third—party software
by CA Corporation.

mixed configurations Installations containing
cartridge drives under ACS control and cartridge
drives outside of library control. These
configurations cause the Host Software Component
to alter allocation to one or the other.

modem M odulator/demodulator. An electronic
device that converts computer digital datato analog
datafor transmission over atelecommunicationsline
(telephoneline). At the receiving end, the modem
performs the inverse function.

monitor A device that observes, records, and
verifies selected system activities to determine
significant departure from expected operation.

Multi-Volume Cartridge (MVC) A physical tape
cartridgeresiding in an LSM that either contains
migrated virtual tape volumes (VTVS) or is
identified as a volume that can be selected for VTV
stacking.

MV CPool Satement An HSC control statement
that is contained in the definition data set specified
by the VT MVCDEF command. An MVCPool statement
specifiesthe MV Csthat VTCS uses.

MVCDEF An HSC command that is used to load
the definition data set that contains MVCPoo1
statements.
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N
O

output stack The part of the cartridge loader that
receives and holds processed cartridges.

P

paired—CAP mode The two forty—cell CAPsin an
enhanced CAP function in paired—CAP mode as a
single eighty—cell CAP.

PARMLIB control statements Parameter library
(PARMLIB) control statements allow you statically
specify various operation parameters which take
effect at HSC initialization. Identifying your system
reguirements and then specifying the appropriate
control statements permitsyou to customizethe HSC
to your data center.

Pass-Thru Port (PTP) A mechanism that allows a
cartridge to be passed from one LSM to another in a
multiple LSM ACS.

physical end of tape A point on the tape beyond
which the tape is not permitted to move.

positional parameter In command and utility
syntax, operands that are identified by their position
in the command string rather than by keywords (see
“keyword parameter”). Positional parameters must
be entered in the order shown in the syntax diagram.

POST See Program for Online System Testing.

PowderHorn A high—performance LSM (model
number 9310) featuring a high—speed robot. The
PowderHorn has a capacity of up to approximately
6000 cartridges.

Primary. One of two VTSSsin acluster which is
designated in CONFIG as the primary. During
normal operations the primary services the host
workload and copies replicate VTVsto the
secondary.

Program for Online System Testing (POST) A
program in a host computer that allowsiit to test an
attached subsystem while the subsystem is online.

Program Temporary Fix A unit of corrective
maintenance delivered to a customer to repair a

defect in a product, or ameans of packaging a Small
Programming Enhancement (SPE).

Program Update Tape A tape containing a
collection of PTFs. PUTSs are shipped to customers
on aregular basis under the conditions of the
customer’s maintenance license.

PTF See Program Temporary Fix.
PTP See pass-thru port.
PUT See Program Update Tape.

RACF See Resource Access Control Facility.

Real Tape Drive (RTD) The physical transport
attached to the LSM. The transport has a data path to
aVTSS and may optionally have adatapathto MVS
or to another VTSS.

RDC See Remote Diagnostic Center.

recall The movement of VTVsfrom the MV C back
to the VTSS. May be automatic or on demand.

reclaim Refersto MV C space reclamation. For
automatic and demand reclamation, VTCS uses the
amount of fragmented free space on the MV C and
the amount of VTV data that would have to be
moved to determine if space reclamation isjustified.

Reconciliation. An automatic processinitiated when
acluster isreestablished after the primary or
secondary has been offline. Reconciliation ensures
that the contents of the primary and secondary are
identical with respect to replicate VTVs.

Recording Density The number of bitsin asingle
linear track measured per unit of length of the
recording medium.

Remote Diagnostic Center (RDC) The Remote
Diagnostic Center at StorageTek. RDC operators can
access and test StorageTek systems and software,
through telecommunications lines, from remote
customer installations. Also referred to asthe Central
Support Remote Center (CSRC).

Replication. Copying areplicate VTV from the
primary VTSS to the secondary VTSS in a cluster.
When replication completes, there are two copies of
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the VTV, onein the primary and onein the
secondary.

Replicate VTV. A VTV which has had the replicate
attribute attached to it by a management class
statement.

Resource Access Control Facility (RACF) Security
software controlling access to data sets.

RTD Seered tape drive.

S
SCP See System Control Program.

scratch tape subpool A defined subset of al scratch
tapes. Subpools are composed of one or more ranges
of VOLSERs with similar physical characteristics
(type of volume {reel or cartridge}, reel size, length,
physical location, etc.). Some installations may also
subdivide their scratch pools by other characteristics,
such aslabel type (AL, SL, NSL, NL). The purpose
of subpooling isto ensure that certain data sets are
built only within particular ranges of volumes (for
whatever reason the user desires). If avolume which
does not belong to the required subpool is mounted
for a particular data set, it is dismounted and the
mount reissued.

Secondary. One of two VTSSs in a cluster whichis
designated in CONFIG as the secondary. During
normal operations the secondary receives copies of
replicate VTV, stores them, and makes amigration
copy on an MV C as soon as possible.

secondary recording A technique for recovery
involving maintaining both a control data set and a
copy (secondary) of the control data set.

SER Software Enhancement Reguest.

ServiceTek (machine initiated maintenance) A
unique feature of the ACS in which an expert system
monitors conditions and performance of subsystems
and requests operator attention before a potential
problem impacts operations. Customers can set
maintenance threshold levels.

servo A device that uses feedback from a sensing
element to control mechanical motion.
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Small Programming Enhancement (SPE) A
supplement to areleased program that can affect
several products or components.

SMF System Management Facility. An MVS
facility used to record system actions which affect
system functionality.

SMP System Madification Program.

SMP/E System Modification Program Extended.
SM S Systern Managed Storage.

SPE Small Programming Enhancement.

standard CAP A standard CAP has a capacity of
twenty—one cartridges (three rows of seven cells
each). An LSM access door with astandard CAP
contains cell locations for storing cartridges. (see
also, Cartridge Access Port (CAP), enhanced CAP)

standard LSM A model 4410 LSM which ahasa
storage capacity of up to approximately 6000
cartridges.

standby The status of a station that has been varied
online but is connected to the standby LMU of a dual
LMU ACS.

standby LM U The redundant LMU inadua LMU
configuration that is ready to take over in case of a
master LMU failure or when the operator issues the
SWitch command.

station A hardware path between the host computer
and an LMU over which the HSC and LM U send
control information.

storage class A named list of storage attributes that
identify performance goals and availability
requirements for a data set. Note that SMS Storage
Classes are different from VSM Storage Classes.

storage group A collection of storage volumes and
attributes defined by the storage administrator. Note
that thisisan SMS concept, not aVVSM concept.

switchover The assumption of master LMU
functionality by the standby LMU.

System Control Program The general term to
describe a program which controls access to system
resources, and allocates those resources among
executing tasks.

Glossary 97



1st Ed., Rev. D

system—managed storage Storage that is managed
by the Storage Management Subsystem, which
attempts to deliver required services for avail ability,
performance, space, and security applications.

System M odification Program Extended An IBM—
licensed program used to install software and
software maintenance.

T

tape cartridge A container holding magnetic tape
that can be processed without separating it from the
container.

tapedrive A device that is used for moving
magnetic tape and includes the mechanisms for
writing and reading data to and from the tape.

TAPEREQ An HSC control statement that is
contained in the definition data set specified by the
TREQDEF command. A TAPEREQ statement
defines a specific tape request. Itisdivided into two
parts, the input: job name, step name, program
name, data set name, expiration date or retention
period, and an indication for specific requests or
nonspecific (scratch) requests; and the output: media
type and recording technique capabilities. You can
use TAPEREQ statementsto direct datasetsto VSM.

tapeunit A devicethat contains tape drives and their
associated power supplies and el ectronics.

Timberwolf (9740) LSM A high performance LSM
that provides a storage capacity of up to 494
cartridges. Upto 10 drives (STD, 4490, 9490,
9490EE, 9840, and SD-3) can be configured.
Timberwolf LSMs can only attach to other
Timberwolfs.

TM S Tape Management System.
TP Tape-to—Print.

transaction A short series of actionswith the control
dataset. These actions are usually related to a
specific function (e.g., Mount, ENter).

transport An electromechanical device capable of
threading tape from a cartridge, moving the tape
across a read/write head, and writing data onto or
reading data from the tape.

TREQDEF An HSC command that is used to load
the definition data set that contains TAPEREQ
control statements.

Tri—Optic label An external label attached to the
spine of a cartridge that is both human and machine
readable.

TT Tape-to-Tape.

U

UNITATTR An HSC control statement that is
contained in the definition data set specified by the
UNITDEF command. A UNITATTR statement
definesto the HSC the transport’s media type and
recording technique capabilities. For VSM, the
UNITATTR statements define the VTD addresses to
V SM asvirtual and associate them withaVTSS.

UNITDEF An HSC command that is used to |oad
the definition data set that contains UNITATTR
control statements.

utilities Utility programs. The programs that allow
an operator to manage the resources of the library
and to monitor overall library performance.

V

Virtual Storage Manager (VSM) A storage
solution that virtualizes volumes and transportsin a
VTSS buffer in order to improve mediaand transport
use. The hardware includes VTSS, which isthe
DASD buffer, and RTDs. The software includes
VTCS, an HSC-based host software, and VTSS
microcode.

Virtual Tape Control System (VTCS) The primary
host code that controls activity and information
about VTSSs, VTVs, RTDs, and MV Cs.

Virtual Tape Drive (VTD) An emulation of a
physical transport in the VTSS that looks like a
physical tapetransport to MV S. The datawrittento a
VTD isredly being writtento DASD. TheVTSS has
64 or 256 VTDsthat do virtual mounts of VTVs.

Virtual Tape Storage Subsystem (VTSS) The
DASD buffer containing virtual volumes (VTVs)
and virtual drives (VTDs). TheVTSSisaSTK
RAID 6 hardware device with microcode that
enables transport emulation. The RAID device can
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read and write “tape” data from/to disk, and can read
and write the data from/to an RTD.

Virtual Tape Volume (VTV) A portion of the
DASD buffer that appears to the operating system as
areal tape volume. Datais written to and read from
the VTV, and the VTV can be migrated to and
recalled from real tape.

virtual thumbwheel An HSC feature that allows
read—only access to avolume that is not physically
write—protected.

VOLATTR An HSC control statement that is
contained in the definition data set specified by the
VOLDEF command. A VOLATTR statement
defines to the HSC the mediatype and recording
technique of the specified volumes. For VSM, the
VOLATTR statements define the volsers for
volumes that will be used as MV Cs.

VOLDEF An HSC command that is used to load the
definition data set that contains VOLATTR control
Statements.

VOL SER A six—character alphanumeric label used
to identify atape volume.

volume A data carrier that is mounted or demounted
as aunit. (See cartridge).

VSM See Virtual Storage Manager.
VTCS See Virtual Tape Control System.
VTD Seevirtua tapedrive.

W

WolfCreek A smaller capacity high—performance
LSM. WolfCreek LSMs are available in 500, 750,
and 1000 cartridge capacities (model numbers 9360—
050, 9360075, and 9360-100 respectively).
WolfCreek LSMs can be connected by pass-thru
ports to 4410, 9310, or other WolfCreek LSMs.

WolfCreek CAP The standard WolfCreek CAP
contains a 20—cell magazine-style CAP and a
priority CAP (PCAP). (see also, Cartridge Access
Port (CAP), Enhanced CAP, standard CAP,
WolfCreek optional CAR)

WolfCreek optional CAP The WolfCreek optional
CAP contains a 30—cell magazine-style CAP which
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is added to the standard WolfCreek CAP. (see also,
Cartridge Access Port (CAP), Enhanced CAP,
standard CAP, WolfCreek CAP)

Write TapeMark (WTM) The operation performed
to record a special magnetic mark on tape. The mark
identifies a specific location on the tape.

WTM See Write Tape Mark.
WTO Write-to—Operator.
WTOR Write-to—Operator with reply.
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Symbols

v -software. Microprogram. A sequence of
microinstructions used to perform preplanned
functions and implement machine instructions.

Numerics
4410 L SM See standard LSM.
9310 LSM See Powderhorn LSM.
9360 LSM See Wolfcreek LSM.

9490 Cartridge Subsystem Cartridge tape
transports that provide read/write capability for 36—
track recording format and extended capacity tape
and provide improved performance over the 4490
Cartridge Subsystem. 9490 transports can also read
datarecorded in 18-track format. The StorageTek
9490 Cartridge Subsystem offers better performance
(faster data transfer rate, faster load/unload) than a
3490E device.

9490EE Cartridge Subsystem A high performance
tape transport that provides read/write capability for
Extended Enhanced (EEtape) cartridges. Itis
functionally equivalent to the IBM 3490E device.

9740 LSM  See Timberwolf LSM.

9840 Cartridge Subsystem A high performance
tape trangport system for Enterprise and Open
Systems environments that reads and writes 9840
cartridges. 9840s can be defined in 10-drive and 20-
drive panel configurations. The 9840 can perform as
a stand-alone subsystem with a cartridge scratch
loader installed, or it can be attached to a StorageTek
ACS.
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